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Abstract of the Dissertation
Essays on Crises and Risk Management in Emerging Markets
by
Kunlavee Vannapanich

Claremont Graduate University: 2009

Emerging markets have experienced a number of crises in the past two decades.
Much attention has been given to their characteristics as the source of crises and their
severity. The characteristics of emerging markets in which they tend to rely heavily on
foreign capital inflows that are typically short-term make them more susceptible to
sharp changes in investors’ confidence, and thus crises.

This dissertation begins with the analysis of underlying vulnerabilities to
currency crises, banking crises, and sudden stops in 19 emerging market economies
over the period of 1980-2003. Although these three types of crises are likely to have
common origins, the findings show that they tend to be triggered by different factors.
This dissertation further investigates the effect of these vulnerabilities on output costs
of crises. The objective of this analysis is to see whether the factors that make crises
more likely also make them more costly. The findings suggest that output costs of
crises depend not only on the factors triggering crises but also on other factors that are
not associated with the probability of crises. In some cases, the latter can be a major

factor contributing to the severity of crises. The evidence on output costs confirms that
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the characteristics of emerging markets are not only a source of growing crises
incidence but also a source of more costly crises.

Banking crises are costly because they can impose not only output costs but
also fiscal costs on the economy. Therefore, the last analysis focuses on fiscal costs of
banking crises and the role of crisis management policies. Empirical literature on fiscal
costs puts forward the use of strict rather than accommodating crisis resolution
policies. However, this dissertation finds that some accommodating policies were in
fact successful in reducing fiscal costs in emerging market economies and the
effectiveness of crisis management policies depends significantly on initial

macroeconomic conditions and shocks.
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CHAPTER ONE

Introduction

Emerging markets tend to experience more crises than industrial countries and
their crises also tend to be more costly than those in industrial countries. Much
attention has been given to the characteristics of emerging market economies, in
addition to fundamental problems, as the source of crises and their severity. They tend
to rely heavily on foreign capital inflows that are typically short-term. This makes
them more susceptible to shifts in investors’ confidence, and can lead to liquidity and
solvency problems. Liquidity and solvency problems are related. Liquidity problems
can transform a solvent country into insolvency through increasing interest rate risks
that increase its burden of debt service, while solvency problems can lead to liquidity
problems because rollover will becomes more difficult. The latter is evident in the
Argentina crisis in 2000.

Liquidity and solvency problems arise largely from risks in the public sector
and the financial sector balance sheets. Focusing only on the public sector would be
misleading because the recent experience of the Asian crisis has shown that
deteriorating financial sector balance sheet can become a major source of fiscal
vulnerability and sensitivity to various shocks. In this case, the financial sector’s
liabilities may be transferred to the public sector through government obligations to the
financial sector, threatening public sector sustainability. Therefore, it is important for

emerging market economies to have sound public debt and risk management policies
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and effective supervisory and regulatory regimes for the financial sector as well as
sound monetary and fiscal policy, so that the vulnerability to crises can be minimized.

The dissertation synthesizes analyses of causes and consequences of crises and
the role of crisis management policies in emerging market economies. This dissertation
will be particularly useful for governments in terms of becoming aware of potential
problems, and therefore being able to take action to avoid unfavorable events. This
dissertation begins with the analysis of the potential vulnerability indicators of
currency crises, banking crises, and sudden stops in 19 emerging markets over the
period 1980-2003. The results suggest that the external sector variables such as current
account balances and financial sector variables play an important role in triggering
crises in emerging markets. Their tendency to rely heavily on short-term external
sources of fund is found to be a major factor contributing to crises in the 1990s, but not
before. The findings suggest that the balance sheet effects have become more
disruptive these days.

Further analysis of the effect of these underlying vulnerabilities on output
losses of crises is presented in chapter three. The objective of this analysis is to
investigate whether the factors that make crises more likely also make them more
costly. Only a few empirical studies on crises consider the determinants of crises and
the determinants of output losses in the same model. However, using the same set of
variables as for the likelihood of crises allows us to examine not only whether the set
of variables that are associated with the occurrence of crises can also explain the output

losses, but also whether there are other factors that may not be associated with the
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occurrence of crises but are likely to influence the output losses of crises. Moreover,
considering the three types of crises together in the same model allows us to compare
their distinct characteristics and explore what characteristic tends to trigger a particular
type of problems.

The costs of crises can be approximated by losses in GDP during the event of
crises (Bordo et al, 2001). In general, output loss is defined as the sum of the
differences between the actual output and the estimated trend of potential output during
the crisis period. However, economists have not reached a consensus on methodology
in estimating output losses, especially whether GDP growth or GDP level should be
used. The former has been used in IMF (1998), Aziz et al. (2000), Honohan and
Klingebiel (2003), and Claessens et al. (2004), while the latter has been employed by
Bordo et al. (2001), Hoggarth et al. (2002), and Mulder and Rocha (2001). Using GDP
growth or GDP level provide different results in terms of magnitude of output losses
and durations of crises which will certainly affect empirical results on output costs of
crises. In chapter three, therefore, output costs of currency crises, sudden stops, and
banking crises are estimated using both GDP growth rate and GDP level methods.

The analysis of the effects of crises on output costs provides an interesting
conclusion that factors triggering crises are not the only ones that makes crises more
severe or costly. The output costs of crises also depend on factors that are not
associated with the probability of crises which, in some cases, can be a major factor

contributing to the severity of crises.
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Another key finding is that the determinants of the output costs of crises have
changed across decades. Maturity and currency compositions of external debt have
become an important factor determining the output costs of crises in the recent period.
This evidence confirms that the characteristics of emerging markets are not only a
source of growing crises incidence but also a source of more costly crises. The findings
encourage policy-makers to fully understand not only what causes crises but also what
makes crises more costly in order to design and implement policies that can minimize
the impact of crises on the economy.

Crises can adversely affect the public sector even if the root of crises does not
lie in the public sector. The Asian crisis has demonstrated how the public sector was
directly financially responsible for the crises caused by weaknesses in the financial
sector. As a result, many of the financial sector’s liabilities were transferred to the
public sector, thus adding substantially to fiscal costs. Fiscal or resolution costs reflect
fiscal outlay involving in financial system restructuring, recapitalization and bailout
costs made to depositors and creditors due to government’s implicit or explicit
guarantees. Fiscal costs arise from crisis management policies adopted by governments
with the purpose of restoring investor’s confidence in the time of financial distress in
order to minimize the effect of crises on the economy.

The existing empirical literature on fiscal costs focuses on the role of crisis
management policies in determining the magnitude of fiscal costs. Crisis management
policies such as liquidity support, blanket government guarantees, repeated

recapitalizations, and forbearance are found to increase fiscal costs significantly. These

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



findings favor using strict rather than accommodating policies to resolve crises. The
use of accommodating crisis management policies, i.e. governments provide liquidity
support, blanket guarantees as well as allowing insolvency banks and financial
institutions to continue their operations, will result in moral hazard incentives which
encourage banks and financial institutions to take on excessive risks. Consequently,
these accommodating policies designed to reduce the severity of crises make crises
more severe.

The analysis of fiscal costs and crisis management policies is advanced in
chapter four. The focus is on fiscal costs in emerging market economies because
managing crises in emerging market economies tend to be different than in developed
countries due to their different characteristics and quality of institutions (Claessens et
al., 2004). Thus, lessons from developed countries cannot simply be transferred to
emerging markets. The findings suggest that some crisis management policies \Were in
fact successful in reducing fiscal costs of banking crises in emerging market
economies. Implicit government guarantees and forbearance are associated with lower
fiscal costs, while liquidity support tends to increase fiscal costs substantially.
Furthermore, this dissertation finds that the magnitude of fiscal costs is significantly
affected by real exchange rate appreciation and the financial sector variables. This
suggests that the effectiveness of crisis management policies depends significantly on
initial conditions and shocks.

Governments incur fiscal costs with the purpose of minimizing the impact of

crises on the economy. However, the results show that output losses of crises are
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unlikely to be reduced by accepting higher fiscal costs. Crisis management policies
that increase fiscal costs are associated with increased output costs, while crisis
management policy that decrease fiscal costs appear to decrease output costs as well.
The findings suggest the validity of using selected accommodating policies to resolve
crises in emerging markets because the costs of moral hazard incentives generated by
the use of some types of accommodating policies appear to be outweighed by the

benefits of preventing bank runs.
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CHAPTER TWO

Fiscal and Financial Vulnerabilities and Crises in Emerging Markets

2.1 Introduction

Fiscal problems have long been considered a major cause of crises. Many crisis
countries experienced fiscal vulnerability, which characterized by budget deficit, high
public debt level and weak fiscal policies, prior to the crises. However, recent crises in
the 1990s have shifted the attention of scholars and policy-makers from fiscal
problems to financial sector problems as a cause of crises. Recent crises in emerging
market economies have shown that there is an increasing linkage between public and
financial sector’s balance sheets. Under financial distress, financial sector’s
vulnerability can become a significant source of fiscal vulnerability through
government’s implicit guarantee and contingent liabilities.

Emerging market economies are particularly vulnerable to sudden stop, sharp
changes in investor’s confidence, and interest rates and exchange rates’ swing (IMF
2004). This is because their domestic capital markets are less developed, their
financing are less diversified and also their fiscal institutions are weaker than industrial
countries. Governments in emerging market economies are often unable to borrow
abroad in domestic currency and thus are typically forced to borrow in foreign
currency at short maturity. Their high dependence on external source of fund
especially when it is denominated in foreign currency make them more vulnerable to

external shocks. When public sector’s debt is denominated in foreign currency and
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government revenue is in domestic currency, this will lead to a currency mismatch in
the public sector’s balance sheet and thus make the public sector more vulnerable to
exchange rate swings. In addition to the exchange rate risk, they also expose to rollover
risk if investors and creditors lose confidence in the stability of the domestic currency
and the fiscal position. Unlike industrial countries where they are able to borrow from
international capital markets as long as they are solvent, emerging market countries are
unlikely to borrow or rollover their debt if they are perceived illiquid.

External debt has been an important source of financing for emerging market
economies and, at the same time, a source of vulnerability. Such vulnerability would
be reduced by switching from external debt to domestic debt denominated in domestic
currency. Based on the survey by the principal trade group for the emerging markets
trading and investment community, there is an increasing shift of foreign-currency
denominated debt to domestic-currency denominated debt in both public and private
sectors in emerging markets. The share of domestic public debt denominated in local
currency is growing and domestic public debt has now become an important source of
financing for emerging market governments (Reinhart et al., 2003). Still the share of
foreign-currency denominated debt is considerable.

The growth of local currency debt markets would reduce vulnerability to
exchange rate risk. However, it also means that, when assessing vulnerability, we need
to take more of domestic factors into account such as financial management by
governments, domestic policy and domestic interest rate. Domestic banks are now

significant holders of public debt and this implies an increasing linkage between
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financial sector’s vulnerability and public sector’s financial condition. The soundness
of domestic financial sector is a key factor underlying the quality of financial sector
and it depends on the structural and institutional factors, and government policy.
Therefore, to avoid the future financial disruption, governments need to design policy
that strengthen the soundness of financial system and monitor the financial sector’s
vulnerability through financial soundness indicators.

The objective of this chapter is to investigate the role of fiscal and financial
vulnerabilities that makes government in emerging market economies vulnerable to
crises and to assess the potential vulnerability indicators that can lead to goverﬁment
policy correction. The focus is on currency crisis, financial crisis, and sudden stop
since emerging market economies are more vulnerable to these three types of crises
particularly sudden stop which have tended to be the feature of emerging market
economies. Although these three types of crises are likely to have common origins and
a similar set of determinants, the findings show that they tend to be triggered by
different factors. Furthermore, there is evidence that nature of crises has been changed.
As international capital markets have become more integrated, the external and
financial sector are the major sources of vulnerabilities and play an important role in
triggering crises in emerging market economies.

This chapter proceeds as follow. Section 2.2 is begun by discussing theoretical
and empirical literature on the determinants of crises. Section 2.3 presents empirical
methodology and data used in this chapter. Section 2.4 reports the empirical results of

the determinants of crises. Section 2.5 concludes the chapter.
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2.2 Literature Review on the Determinants of Crises: Theoretical and Empirical
Evidence

2.2.1 Currency Crises

Much of the literature on crises has been using early warning system (EWS)
models to identify the determinants and predictors of crises. The literature typically
covers two types of crises: currency crises and banking crises. According to IMF
(1998), a currency crisis occurs when a speculative attack on a currency results in a
devaluation (or sharp depreciation) of the currency, or forces the authorities to defend
the currency by expanding large volumes of international reserves or by sharply raising
interest rates.

The indicators of currency in EWS models are based on the theoretical models
of currency crises. The first generation of currency crisis model focuses on the
fundamental disequilibrium such as budget deficit, decreasing reserves and growth rate
of money supply as a cause of the currency crises (Krugman, 1979). The inconsistency
between macroeconomic policy and a fixed exchange rate regime can lead to continued
balance of payment deficits and trigger a crisis. The second generation crisis models
add the government reaction function and political economy into the model. A
government balances the benefits of maintaining the currency peg against the costs of
giving up. Unlike the first generation model where there is a range of strong
fundamental in which a speculative attack will not occur and a range of weak
fundamental in which a speculative attack is inevitable, the second generation model

introduces a vulnerable zone where the fundamental is neither so strong that a

10
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speculative attack will not occur nor so bad that it is inevitable. The second generation
model shows that a speculative attack could be self-fulfilling if a government is in the
vulnerable zone (Obstfels, 1996). An important characteristic of self-fulfilling crises is
that they are fundamentally unpredictable and therefore anticipating crises is extremely
difficult (Kaminsky et al., 1998).

Although searching for predictors of crises in the second generation model
seems to be difficult task, the model, however, suggests possible indicators of
vulnerability to a speculative attack. The suggested indicators are banking sector
problems, the prospects for economic growth, and political variables. The vulnerability
indicators of a currency crisis suggested in both first and second generation models do
not differ significantly. Berg et al., 1999 explain that it is because both models have a
similar implication in which attacks always occur in countries with weak or vulnerable
fundamentals.

Many empirical studies on currency crises have attempted to assess the
potential indicators of currency crises using EWS models. The findings, however, vary
depending on analytical tools, sample selection, and definitions of variables.
Eichengreen et al., 1995 use an event study of currency crisis and logit model to
evaluate the causes and consequences of episodes of turbulences in foreign exchange
markets. They use data from 1959 through 1993 for 20 industrial countries. Event
studies are a univariate technique that provides a simple and intuitive summary of the
relationship between crises and the variables of interest. The sample is divided into

crisis windows and noncrisis or tranquil periods. The average value of each variable is
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computed for each period in the crisis window and then is plotted against the average
value of the variable in the tranquil period. This method allows us to graphically
compare the behavior of variables before, during and after crises.

According to Aziz et al., 2000, the advantage of the event study, beside
simplicity, is it requires less demanding distributional assumptions of the variables.
This technique may be more informative in extracting the behavior of variables over a
longer time period than more formal econometric procedure. However, there are some
disadvantages to this methodology as well. One of them is that it is difficult to extract
the degree to which a particular pattern of a variable is influenced by the behavior of
other variables. To overcome the problem of univariate analysis, they suggest more
rigorous multivariate regression analyses such as a probit or logit regression model
which account for the interactions and correlations between variables. Another
disadvantage is that it is difficult to draw conclusions from the average behavior of
variables since a large number of diverse countries are included in the sample. This
problem can be circumvented by standardizing variables with respect to their country-
specific means and standard deviations.

Following earlier work by Girton and Roper (1977), Eichengreen et al., 1995
simply define a currency crisis as speculative pressure in the foreign exchange
markets. A speculative attack is measured as a weighted average of changes in
exchange rates, interest rates, and reserves. This definition includes both successful
speculative attacks and when governments successfully defend against speculative

attacks. The basic idea behind this definition is that, when it comes to defending
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against speculative attacks, governments have three options. First, it can intervene in
the foreign exchange markets by using international reserves. Second, it can increase
interest rates in order to attract capital inflows. Third, it can let the currency depreciate.

Eichengreen et. al. (1995) conduct an event study by plotting the movements of
various macroeconomic variables around different exchange rate episodes which are
devaluations, revaluation, exchange rate flotations, fixings of exchange rates, and other
exchange rate regime events. The graphics illustrate the behavior of a single variable
for a four-year window around the time of exchange rate episodes, comparing its
behavior with the average values in which no exchange rate episode occurred. A band
of plus and minus two standard deviations is also included to show the extent of
variation.

The result of the graphical analysis suggests that countries devalue most
frequently in response to both external and internal imbalances. Devaluations typically
occur when unemployment is high, monetary policy is loose, inflation is rapid, and the
external accounts are weak. Consistent with the standard view, the devaluations in
Europe in the early 1990s were preceded by generally weak external positions.
Government budget deficits were larger than those in tranquil periods. Money and
credit growth were also high.

Eichengreen et. al. (1995) develop more rigorous statistical tests by using a
multinomial logit model and also introduce political variables into the model. This
approach allows them to simultaneously compare the joint behavior of variables and

periods of tranquility to crises and a variety of different events. The findings confirm
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the graphical result. Devaluations are preceded by political instability, budget and
current account deficits and fast growth of money and prices. Although, their result
shows that the effect of government budgets and the growth rate of domestic credit on
the probably of crises are not statistically significant, they suggest that it is important
to keep in mind that the government budget deficits and the growth rate of domestic
credit represent the tool of fiscal and monetary policy respectively. The lack of
discipline on both policies can provoke and be provoked by devaluation, exchange rate
flotations and the like.

Frankel and Rose (1996) apply the Eichengreen, Rose, and Wyplosz approach
using data from 1971 through 1992 for 105 developing and emerging economies. They
define a currency crash as a nominal depreciation of the local currency of at least 25
percent in a year. They also require that the nominal exchange rate has increased at
least 10 percent more than it did in the previous year. This ensures that high expected
rates of depreciation in high inflation countries will not be considered as an
independent crash. Their definition excludes the average of changes in international
reserves and interest rates as suggested by Eichengreen et. al. (1995). They argue that,
for the developing and emerging countries, unsuccessful speculative attacks are
difficult to identify since reserves movements are notoriously noisy measures of
exchange market intervention for almost all countries and there is a lack of long
historical data on short-term interest rate in many sample countries. Furthermore,
decreases in international reserves and increases in interest rate with the aim of

defending against speculative attacks may be less relevant in these countries than
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sudden tightening of reserve requirements, emergency packages from the IMF or other
foreign institutions, and especially the imposition of formal or informal controls on
capital inflows.

The result of the graphical analysis shows that countries experiencing currency
crashes tend to have high burdens of debt. Interestingly, the budget deficit is small and
shrinking compared to the tranquil periods. The regression analysis suggests that most
of the debt composition variables are not statistically significant. Only the FDI/debt
ratio is consistently and significantly associated with currency crashes. They conclude
that the debt composition variables have a weak but non-negligible effect on the
currency crashes. The result of the current account and budget deficit is consistent with
the graphical analysis. Both variables have positive sign and are not statistically
significant. Their main finding is that currency crises occur when FDI inflows dry up,
when reserves are low, when domestic credit growth is high, when world interest rate
rises, and when the real exchange rate is overvalued.

Kaminsky et al. (1998) examine the various indicators suggested by alternative
explanations of currency crises and propose a specific early warning system. The study
covers the period from 1970 through 1995 for 15 developing countries and S industrial
countries. The study focuses not only on the role of weak fundamentals in inducing
currency crises but also the possibility of self-fulfilling crises. The signal approach has
been used to investigate the behavior of the various indicators that tend to behave
abnormally prior to crises. The signal approach is similar to the event study approach.

However it allows a more direct comparison and ranking of alternative indicators, in
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terms of their track record in failing to signal crises (Type I errors) and sending false
alarms (Type II errors) (Hemming, Kell, and Schimmelpfennig, 2003). An indicator is
said to send a signal about a possibility of currency crisis within a specific period of
time (in this case 24 months), if the indicator exceeds the threshold value. The
threshold is set in relation to percentiles of the distribution of the observations. A
noise-to-signal ratio which is the ratio of false signals to good signals is computed for
each threshold. The threshold that gives the lowest noise-to-signal ratio is called the
optimal threshold. A signal that is followed by a currency crisis within 24 months is
considered to be a good signal. A signal is considered to be a false alarm or noise if no
crisis occurs within that time period.

A currency crisis is defined as a situation in which an attack on the currency
leads to a sharp depreciation of the currency, a large decline in international reserves,
or a combination of the two. Interest rates are not included in the definition because the
lack of data on market-determined interest rates for developing countries. The
exchange market pressure index is constructed based on the one that used by
Eichengreen et al., 1995.

The main conclusion is that the signal approach can be useful as the basis for
an early warning system of currency crises. The variables that have the best track
record within this approach are exports, deviations of the real exchange rate from
trend, the ratio of M2 to international reserves, output, and equity prices. They also
suggest other useful indicators. These variables include the behavior of international

reserves, the real exchange rate, domestic credit, credit to public sector, and domestic
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inflation. Other indicators such as the trade balance, export performance, money
growth, real GDP growth, and the fiscal deficit are less good but still useful predictors

of crises.

2.2.2 Banking Crises

A banking crisis is a situation in which actual or potential bank runs or failures
induce banks to suspend the internal convertibility of their liabilities or which compels
the government to intervene to prevent this by extending assistance on a large scale
(IMF, 1998). Literature on banking crises focuses on theory of bank runs and bank
insolvency. Maturity and currency mismatches in banks’ balance sheet make banks
expose to rollover and currency risks and can trigger a bank run. A run on a bank
resulted from withdrawals by depositors as they are uncertain about the quality of a
bank’s asset and liquidity problem can threaten the banking sector as a whole if the
depositors are incompletely informed. In this case, bank runs can occur despite the
absence of the deterioration of banks’ balance sheet. This suggests that bank runs can
be self-fulfilling (Diamond and Dybvig, 1983). Bank runs can turn into bank
insolvency as a sudden withdrawal of depositors leads to a drain on banks’ funds and
results in banking crises. Demirglig-Kunt and Detragiache (1997) study the
determinants of banking crises in developed and developing countries and find that
banking crises tend to occur when GDP growth is low and inflation and real interest

rates are high. They also find that besides weak macroeconomic conditions, structural

17

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



characteristics of the banking sector such as explicit deposit insurance schemes and the
effectiveness of the legal system also play a role.

In terms of indicators of banking crises, some studies also use EWS models to
assess the potential indicators. Goldstein et al. (2000) study a sample of 87 currency
crises and 29 banking crises that occurred in 25 emerging market economies and
smaller industrial countries over 1970-1995. Following the work by Kaminsky and
Reinhart (1999), the signal approach is used to analyze the performance of indicators
of currency and banking crises. Nine other indicators are added to the existing 15
indicators in Kaminsky and Reinhart (1999). The nine indicators are the current
account balance, short-term capital inflows, foreign direct investment, the overall
budget deficits, general government consumption, central bank credit to the public
sector, net credit to the public sector, and the current account balance. The first four
indicators are expressed as a share of GDP. Their findings suggest that, among the
banking crisis indicators, the best-performing indicators are appreciation of the real
exchange rate, a decline in stock prices, a fall in exports, a rise in the M2 multiplier, a
fall in output, a rise in real interest rate on bank deposit, a high ratio of short-term

capital inflows to GDP, and a ratio of current account deficit to investment.

2.2.3 Sudden Stops
The first and second generation crisis models focus on macroeconomic policy.
The collapse of the exchange rate peg can be either because of a macroeconomic

policy inconsistency or a government policy decision to balance the benefits of
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maintaining the peg, through tight monetary policies and high interest rates, against the
costs of giving up. However, recent crises in emerging market economies have drawn
attention to problems in financial sector and the behavior of international capital
markets. Chang and Velasco (1999) emphasize the role of financial sector fragility in
association with international illiquidity in causing crises. Many crises countries
suffered from liquidity problems. They had high short-term debt especially external
debt relative to liquid assets or international reserves, and thus were extremely
vulnerable to a reversal of capital inflows or sudden stops. In emerging market
economies where their access to international capital markets is limited, investors’
confidence is crucial because their decision to extend credit or rollover debt depends
on it. Uncertainty among investors and creditors about the ability to pay of a country
may result in calling in loans and withdrawal of funds from banks. This kind of bank
run can cause the collapse of a financial system.

Calvo et al. (2002) investigate the Argentina crisis and address three key
characteristics that made Argentina vulnerable to a sudden stop in capital flows.
Argentina was a relatively closed economy, highly indebted, and had a high degree of
liability dollarization. They explain that being closed implies a sharp increase in the
real exchange rate (depreciation) following the sudden stop. Sharp increases in the real
exchange rate deteriorates highly dollarized balance sheets of both public and private
sector because highly dollarized liabilities imply larger currency mismatches when the
real exchange rate rises. Their findings highlight the importance of balance sheet

effects in causing sudden stops.
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Sudden stops can create drastic effects on government fiscal sustainability
through the effect of debt revaluation as a result of real exchange rate devaluation and
the materialization of contingent liabilities. Currency mismatches in the public sector
balance sheets and a high level of public debt made it difficult for Argentina to sustain
its fiscal position in the event of real exchange rate swings. Calvo et al. (2002) suggest
that high levels of public debt and dollarization are crucial in determining the effects of
sudden stops on fiscal sustainability. Dollarization magnifies the effects of currency
devaluation on public debts. High public debt levels mean a government has less
ability to act as a lender of last resort and has little room for buffering the impact of

debt revaluation.

2.2.4 Institution Arrangements

In addition to sudden stops and financial sector fragility, the role of moral
hazard generated by government implicit or explicit guarantees of the financial sector
is also considered to be a contributing factor in the recent crises especially the Asian
crisis. Corsetti et al., 1998 show that the existence of implicit or explicit government
guarantees leads to excessive borrowing from abroad. This explanation of crisis is
based on the role of structural and policy distortion in causing crises. The expectation
of a future bailout by a government or IMF support programs provided moral hazard
incentives for the financial sector to borrow excessively from aboard at lower costs in
order to lend at home. Willett et al. (2003) point out the role of moral hazard generated

by perverse financial liberalization and perceptions of government’s implicit or explicit
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guarantees of exchange rate stability that are much more important than the moral
hazard caused by the expectation of a future bailout. Such guarantees generate an
incentive for excessive unhedged foreign borrowing.

It is difficult to examine the importance of different types of moral hazard.
However, moral hazard contributed a good deal in financial vulnerability in the Asian
crisis and was the crucial factor underlying sustainability problem in these countries.
The moral hazard incentives for excessive risk taking encourage the financial sector to
operate with less consideration of the quantity and quality of loans. This lead to the
buildup of foreign debts which a large share of them is short-term, foreign-currency
denominated, and unhedged debts. All of these features create distortions in the
structure of foreign debts which consequently affects the sustainability of a country.

Moral hazard problems are often the result of policy mistakes. Political
pressures to maintain high economic growth rates encourage a government to
implement policies that are typically based on short-term need and unsustainable.
According to Acemoglu et al., 2002, weak macroeconomic policies are the
consequences of underlying institutional problems. They find that better institutional
quality proxied by constraint on the executive is associated with better economic
outcomes. Countries with weak institutions are likely to create macroeconomic
problems through a variety of micro and macro policies and are unable to deal with
external shocks. This result is consistent with a study on the role of institutions on
economic performance by the IMF (2003). They find that each of the institutional

measures, namely aggregate governance, property rights, and constraints on the
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executive have statistically significant impact on economic performance while most of
policy measures such as government size and inflation are not significant. Exchange
rate overvaluation is the only policy measure that is consistently found to be

statistically significant.

2.2.5 Fiscal Vulnerability, Sustainability and Crises

The concepts of fiscal vulnerability, sustainability and crises are related. Fiscal
vulnerability is a situation in which a government is exposed to the possibility of
failing to achieve its aggregate fiscal policy or objectives (Hemming and Petrie, 2002).
A more specific definition of fiscal vulnerability given by Allen and others (2002) is
the risk that liquidity or solvency conditions are violated and crises result. Their
definition is related to a concept of fiscal sustainability in the sense that a condition for
a country’s fiscal sustainability, i.e. solvency, is not met. Fiscal policy can cause a
financial crisis in three ways; through an overly expansionary fiscal policy and implicit
or explicit guarantees which lead to an excessive borrowing of the public sector and
excessive lending of the private sector respectively, through the maturity and currency
composition of public debt which can be critical to perceptions of government
liquidity, and through concerns about fiscal sustainability which can be triggered by
uncertainty about government’s commitment to fiscal adjustment (Hemming et al.,
2003).

Fiscal vulnerability can be seen as overall vulnerability that arises from fiscal

policy implementation that negatively affects a country’s liquidity or solvency which
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can lead to crises. Fiscal vulnerability refers not only to vulnerability of the public
sector but also vulnerability in the financial sector that arise from government
obligations to the financial sector. The Asian crisis has shown that problems in the
banking sector can be a major source of vulnerability in the public sector. The banking
sector’s liabilities can affect the government’s fiscal position through government
guarantees on banking sector’s liabilities. Government contingent liabilities in the
banking sector that arise from the explicit and implicit government insurance schemes
increase government’s exposure to fiscal risk.

The analysis of fiscal vulnerability to a financial crisis needs to go beyond
problems in the short run. Hemming and Petrie (2000) point out that even if fiscal
outcomes are not exposed to significant short-term risks, running persistent fiscal
deficits may result in unsustainable debt levels that are a major source of fiscal
vulnerability over the longer term. The longer-term fiscal vulnerability analysis
involves an investigation of growing macroeconomic imbalances in the medium and
long run. This reflects the concept of fiscal sustainability. The fiscal sustainability
analysis focuses on a country’s solvency which is determined by the present value of a
government’s budget constraint. As mentioned earlier, perception about a country’s
fiscal sustainability is important. Doubts about fiscal sustainability can lead to
vulnerability and liquidity problem in the short run since uncertainty among investors
and creditors about the country’s fiscal position affect their decisions to rollover debts.

The Argentina crisis in 2000-2002 illustrates this point. Argentina faced mainly

an insolvency problem. Concern about insolvency and weak fiscal policy created
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serious liquidity problems for the government when market conditions tightened and
led to the eruption of a funding crisis in early 2001 (IMF, 2004). In the world with
highly integrated international capital markets, developing and emerging market
economies with less developed domestic financial markets have little choice but to rely
heavily on external borrowing in foreign currencies. With the lack of fiscal discipline
in Argentina and already high level of external debts, the government faced a liquidity
problem in an attempt to finance its deficits. Sound fiscal policy is particularly
important to Argentina where the convertibility regime has been adopted. Fiscal policy
can be an effective instrument in managing the economies. In order for fiscal policy to
perform this role, public debt level needs to be low enough to ensure that the
government has ability to finance its deficit without creating insolvency problems.

The three main factors underlying the crisis in Argentina were weak fiscal
policy, heavy reliance on external borrowing in foreign currency, and the fixed
exchange rate convertibility regime. The combination of these three factors created a
tightening liquidity constraint and proved to be disaster when the country was hit by
the adverse external shocks. Lessons from the Argentina crisis highlight the need to
include liquidity and fiscal sustainability indicators in the analysis of fiscal
vulnerability.

Assessing fiscal sustainability focuses on debt sustainability since
unsustainable debt levels, especially external public debt, are a major source of fiscal
vulnerability. In the event of sudden stop, a level of public debt, in addition to the

degree of dollarization, is crucial in determining the effects of sudden stop on fiscal

24

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



sustainability. A high level of public debt implies that government has less ability to
finance its deficit without generating sustainability problem. In countries with high
external debt, more attention should be paid to external debt sustainability when
assessing fiscal sustainability. According to IMF (2006), a government’s fiscal position
is sustainable when, at the credible levels of primary balances, the government is both
solvent and liquid. In theory, a government is solvent if the present value of future
primary balances exceeds the current stock of public debt. This constraint reflects the
ability to pay of a country. However, this constraint is not practical for a government
since it would be costly and politically difficult to run primary surpluses for a long
period of time (IMF, 2004). In practice, solvency is assessed by checking whether the
public debt to GDP ratio is stable rising or declining (IMF, 2006). Nevertheless, this
constraint has a disadvantage as well. It is unlikely that a government would be able to
maintain a stable debt to GDP ratio at all time especially when a government has to run
expansionary fiscal policy. If government expenditure has to be temporarily high, it is
less costly for a government to increase its debt instead of raising tax rates. Thus, it is
important to keep in mind when assessing fiscal sustainability that it is necessary to
take into consideration the behavior of the debt to GDP ratio along with fiscal policy

objectives and the level of interest rates which will rise during crises.
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2.3 Empirical Methodology and Data

2.3.1 Methodology

In order to investigate the probability of crises and their potential
vulnerabilities, a panel data for 19 emerging markets and a fixed effects logit model
are employed. When using panel data, the cross-sectional and time series dimensions
of the data will be disregard. Consequently, the true relationship between the
dependent and explanatory variables across countries will be distorted. Using fixed
effects takes into account the specific characteristics of each country, and thus allows
intercept to vary across countries but still constant over time. The formal specification

is as follows:

L= 111[ " fp} = i + BiXiie + &i
where Li; is a crisis dummy which takes a value of one when a crisis occurs in
country i at time t and a value of zero otherwise, In[P;/1-P;] is the odds of a crisis
occurring which is the probability that a crisis occurs (Pi;) divided by the probability -
that a crisis does not occur (1-P;y), a; is the country-specific effect which picks up the

unobserved country-specific characteristics, By is the coefficient of k™ explanatory

variable, X is a vector of explanatory variables, and €;; is the error term.

2.3.2 Data
The panel dataset consists of fiscal, financial, external, structural and
institutional variables and three crisis variables; currency crises, banking crises, and

sudden stops, for 19 emerging market economies over the period 1980-2003. The
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model is estimated with annual data since fiscal and institutional data are available on
an annual basis. The sample of countries are Argentina, Brazil, Chile, China,
Colombia, Czech Republic, Hungary, India, Indonesia, Israel, Korea, Malaysia,
Mexico, the Philippines, Poland, Russia, Thailand, Turkey, and Venezuela. A country
selection is based on the availability of data on foreign currency denominated public

debt.

Currency Crises

There have been many controversies on how to measure currency crises.
Methods and criteria employed by empirical studies to construct currency crisis indices
vary greatly in terms of the components of Exchange Market Pressure (EMP) index,
the weighting schemes, the crisis thresholds (standard deviation and mean of the EMP
index), and the crisis window. In this dissertation, a currency crisis is said to occur if
the EMP index which is a weighted average of monthly changes in the nominal
exchange rates and in international reserves exceeds the country-specific mean by
more than a given amount. Frequently, two standard deviations is used. The weights
attached to each component of the EMP index are assumed to be equal. Many studies
such as Eichengreen et al., (1994) and (1995), Bordo et al., (2001), Aziz et al., (2000),
and Berg and Pattilo, (1999) employ a different weighting scheme, namely precision
weight which equalizes the variance of each component of the EMP and can be
obtained from the inverse of the variance of each component. However, the precision

weights are not appropriate for the calculation of currency crisis indices because the
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behaviors of exchange rates, international reserves, and interest rates are influenced by
macroeconomic policies, and thus the precision measures will lead to an
underestimation of the unsuccessful speculative attacks under pegged exchange rate
regimes (Nitithanprapas and Willett, 2000). Furthermore, Nitithanprapas and Willett
(2000) employ different weighting schemes, namely equal weights and ratio weights in
their sensitivity analysis and find that their results are not affected by different
weighting schemes.

The definition of currency crisis used in this dissertation captures both
successful speculative attack where there is a substantial nominal currency devaluation
and unsuccessful speculative attack where an authority successfully defends its
currency by selling international reserves. Ideally, a change in interest rates should be
included in the crisis index as unsuccessful speculative attack also reflects a situation
in which an authority increases interest rates to attract capital inflows with the aim of
counterbalancing the speculative pressures on domestic currency. However the
currency crisis index used in this dissertation does not include a change in interest rates
because of a lack of reliable data on interest rates that can be comparable across
countries. Furthermore, this dissertation does not include Hong Kong where the
government successfully defended the speculative attack by raising interest rates in the
sample.

An annual version of the crisis index is constructed for each country in the
sample. A crisis year is defined as a year that contains one or more crisis months. A

currency crisis dummy is then constructed for the entire sample period where a
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currency crisis dummy is equal to 1 in a crisis year and 0 otherwise. Crises occurring
in three consecutive years are treated as the same crisis in order to avoid double-
counting the same crisis episode. There is no consensus on how to choose crisis
windows and these crisis windows vary substantially among empirical studies from 3
months (Eichengreen et al., 1994), 12 months (Glick and Moreno, 1999), 24 months
(Glick and Hutchison, 2001), to 36 months (Frankel and Rose, 1996). Given that
currency crises usually last, on average, 2-3 years (Hutchison and Noy, 2002), this
dissertation imposes a three-year crisis window on the data. With this methodology, 51
currency crisis episodes are identified. A two-year crisis window which yields 63
episodes of currency crisis is also used to test the robustness of the results.
Methodology and criteria employed in this dissertation are similar to Hemming et al.
(2003) who construct the currency crisis indices based on the criteria used in the IMF’s
main early warning system model. However, Hemming et al. (2003) use a three
standard deviation crisis threshold which yields a smaller number of crisis episodes
than this dissertation because only severe currency crises will be captured by their

criteria.

Banking Crises

A banking crisis is more difficult to identify because banking problems are not
easily observed and it requires more judgment on the criteria used to identify a banking
crisis. Therefore, banking crises are usually identified and dated by researchers based

on surveys of banking sector problems. Data on banking crises used in this dissertation
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are from Caprio and Klingebiel (2003) and are classified either being systemic or
border line banking crises. A systemic banking crisis is defined as a situation in which
much and all of bank capital being exhausted, while a border line or non-systemic
banking crisis is a smaller banking crisis in which there is evidence of significant
banking problems such as government intervention in banks and financial institutions.
The criteria of Caprio and Klingebiel (2003) yield 27 systemic banking crises and 5
non-systemic banking crisis episodes in 19 emerging market economies during the

period 1980-2003.

Sudden Stops

A sudden stop is usually defined as major and unexpected reductions in capital
inflows that result in disruptive economic condition. Calvo et al. (2004) define a
sudden stop as a situation in which there is a significant decline of capital flows by at
least two standard deviations below its sample means in one year and there is a fall in
GDP by any amount. The former criterion reflects the major and unexpected
reductions in capital flows while the latter captures the costly consequences of sudden
stops on the economy. Hutchison et al. (2007) follow Calvo et al. (2004) but exclude
the fall in GCP criterion and define a sudden stop as a year in which the capital
account decreases by at least two standard deviations and there is a reduction in the
current account deficits in the year of sudden stops or a year following sudden stops.

To capture the major and unexpected characteristics of sudden stops, this

dissertation follows Edwards (2004) and Jeanne and Rancier (2006) in identifying a
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sudden stop as when net capital inflows have declined by at least five percent of GDP
in one year. Since sudden stops can occur without a reversal of current account and
including the output contraction criterion may cause an endogeneity problem due to
this dissertation (Chapter 3) also attempts to explain output losses of sudden stops, the
omission of both criteria is justified. However, the definition of sudden stops used in
Hutchison et al. (2007) is also used to test the robﬁstness of the results. Following
Edwards (2004) and Jeanne and Rancier (2006), 35 sudden stop episodes in 19

emerging market economies are identified during the period 1980-2003.

Independent Variables

Independent variables used in this chapter are based on the first and second
generation crisis models, literatures on sudden stops, and fiscal sustainability. Several
variables suggested by the literatures may all matter but including all of them into the
model might not be very useful in understanding the real cause of vulnerability to
crises since some are related among themselves. The independent variables are
categorized into four groups: fiscal sector, financial sector, external sector, and
structural and institutional indicators’. All variables are lagged one year in order to
capture the delayed response of output to macroeconomic variables and avoid

endogeneity problems. Data description and source are reported in Table 2.1.

I Some studies find the relevance of corporate sector’s vulnerability on financial crises. Corporate sector
has played a major role in some crisis countries such as Indonesia. However, focusing on the banking
sector is justified because the banking sector play a much larger role in emerging market economies than
in mature economies (Chang and Velasco, 1999) and there is evidence that corporate vulnerability were
transmitted through the banking system.
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Fiscal sector indicators are overall balance and foreign currency denominated
public debt to total public debt. The former indicator describes the initial fiscal position
of a country while the latter reflects the currency structure of public debt. A larger
portion of foreign currency denominated public debt means a government is more
vulnerable to a change in exchange rate and thus increase the probability of crises.
Currency mismatch in the public sector balance sheet and a high level of public debt
are crucial in determining the effects of crises on fiscal sustainability. However, a
public debt indicator is not included in this dissertation because, according to IMF
(2005a), public debt is a stock resulting from the accumulation of the flow of public
sector deficits or overall balances. Including a public debt indicator would result in
correlation among these variables. Furthermore, a level of public debt might not be as
important as the structure of public debt as several crises have shown that the structure
of public debt was a major source of vulnerability to crises. Hemming et al. (2003)
study fiscal causes of crises in emerging market economies in the 1990s and find that
despite high debt to GDP ratios in many countries, they were not a cause for solvency
concerns. On the other hand, structure and maturity of public debt were the important
factors that made these countries vulnerable to exchange rate and rollover risks, and
hence to solvency and liquidity problems.

For the vulnerability indicator of the financial sector, the growth rate of
domestic credit provided by banking sector is used. This financial sector indicator has
been used in many empirical studies such as Frankel and Rose (1996), Demirgii¢-Kunt

and Detragiache (1997), and Kaminsky et al. (1998) as an indicator of financial sector
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vulnerability. This vulnerability indicator focuses on credit expansion in the banking
sector which can be seen as banking sector weaknesses. The basic idea behind this
indicator is that there is a trade-off between quantity and quality of loans. When there
is a rapid increase in domestic lending, it is difficult for banks to screen good loans
from bad loans in a short period of time. As a result, the quality of loans will decrease
as the quantity of loans increases, and thus increasing the vulnerability of the banking
sector to crises. Some studies suggest non-performing loans (NPLs) as an indicator of
quality of loans in the banking sector. However, NPLs are not included in this
dissertation as a vulnerability indicator because data on NPLs are difficult to compare
across countries due to differences in classification of NPLs and they are generally
available from 1998 onward.

The vulnerability indicators of the external sector are short-term external debt
to GDP, current account balance, and real exchange rate overvaluation®. The first
indicator is a useful indicator of fiscal vulnerability and liquidity stress. The maturity
structure of external debt can be a signal of liquidity problems while a level of external
debt can reflect an unstable and disproportionate debt service burden. A high ratio of
short-term debt to GDP means a country is more vulnerable to liquidity and solvency
problems, and thus increasing the probability of crises. Focusing only on public debt
would be misleading since financial sector debt can be transferred to the public sector
following crises due to government obligations to the financial sector. Therefore the

liquidity indicator consists of both short-term external public and private debt. The

2 Real exchange rate overvaluation is defined as the deviation of the real exchange rate from its long-
term trend. Hodrick-Prescott (HP) filter is applied to the annual real exchange rate in order to obtain a
smooth estimate of long-term real exchange rate trend.
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current account balance as a percentage of GDP and real exchange rate overvaluation
are external imbalance indicators. Increasing current account deficit will lead to
unsustainable external positions of a country while real exchange rate overvaluation
will decrease competitiveness of the economy, thus worsening the current account
deficit.

Structural and institutional indicators are trade openness and constraints on the
executive respectively. Trade openness can make a country less vulnerable to crises
because it can reduce the size of real exchange rate swings following a devaluation,
and thus decrease the risk of currency mismatches in both public and private sector
balance sheets (Calvo et al., 2004). Furthermore, higher trade openness may mean a
country will be able to generate a larger trade surplus through export revenues to
facilitate current account adjustment and service its external debt. For the institutional
indicator, constraints on the executive is used to capture underlying institutional
problems. According to Acemoglu et al. (2002) and IMF (2003), using the executive
constraint indicator to examine the effect of institutions on the economy is appropriate
because it measures institutional and other constraints placed on the executive which
determines whether the executive will be induced to pursue policies that are
unsustainable in order to remain in power. A country with fewer constraints on the
executive is likely to experience more fighting between various groups and uncertain

political environment, thus making a country vulnerable to crises.

34

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.4 Empirical Results

Table 2.3 presents regression results of the probability of currency crises,
banking crises, and sudden stops using fixed effects logit estimation. The overall
performances of currency crises and sudden stops models are statistically significant
indicated by p-value (prob>chi-square) of 0.00. This suggests that the models fit the
data very well. For currency crises (Column 1-3), the external, structural and
institutional indicators play a role in causing crises. Currency crises are more likely in
a country with large current account deficit, real exchange rate overvaluation, low
degree of trade openness, and low quality of institutions. The indicators that increase
the probability of currency crises also increase the probability of sudden stops except
for trade openness which tends to decrease the probability of currency crises but tends
to increase the probability of sudden stops. The difference in the impact of trade
openness on the probability of crises reflects an ambiguous role of trade openness.
While trade openness can make a country less vulnerable to crises because it can
reduce the risk of currency mismatches after crises, it can also make a country more
vulnerable to crises through higher vulnerability to external shocks. The latter is
consistent with Corsetti et al. (1998), Milesi-Ferretti and Razin (1999), and
Detragiache and Spilimbergo (2001) who find that greater trade openness makes a
country more vulnerable to external shocks. Therefore, in the case of sudden stops, the
positive coefficient on trade openness, though not significant, indicates that the
benefits of trade openness are outweighed by the detriment of exposure to external

vulnerabilities. The factors causing sudden stops are generally similar to those of
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currency crises but they are not completely the same. Only current account deficits and
the quality of institutions play a role in triggering sudden stops. Real exchange rate
overvaluation, while having the expected positive sign, is not a statistically significant
predictor of sudden stops.

For banking crises (Column 4-6), domestic credit growth and real exchange
rate overvaluation have the expected positive signs and are statistically significant at
the 5 and 10 percent level respectively, suggesting that banking crises are more likely
in a country with high domestic credit growth and real exchange rate overvaluation.
Domestic credit growth is consistently found to be a significant predictor of banking
crises, however, a connection between real exchange rate overvaluation and banking
crises is less prevalent. Real exchange rate overvaluation can increase vulnerability of
the banking sector through a loss of competitiveness of the economy. A loss of
competitiveness due to real exchange rate overvaluation can weaken exports and
economic performance which can lead to business failures and a decline of loan
quality, thus increasing vulnerability of the banking sector to crises.

The coefficients on overall balance and foreign currency denominated public
debt are not statistically significant in any regressions. Adding fiscal policy variable or
overall balance does not alter the result. However, when foreign currency denominated
public debt enters the regressions, the coefficient on executive constraint loses its
significance in both currency crises and sudden stops regressions. Furthermore, the
significance of domestic credit growth in the banking crises regression is eliminated

while the coefficient on current account balance is strengthened. The unstable pattern
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of coefficients in the regression for banking crises might reflect the fact that, when
foreign currency public debt is considered, real exchange rate overvaluation and
external sector are more important than domestic credit growth in precipitating
banking crises. The result is consistent with Eichengreen and Rose (1998) who find
that exchange rate overvaluation and slowing output growth are more important than
credit booms in causing banking crises. Although fiscal sector vulnerability did not
trigger crises, there is evidence that fiscal tightening prior to crises tended to make
crises more likely as indicated by a positive sign of coefficient on fiscal balance in

most regressions.

Robustness of the Results

In order to test the robustness of the results, a number of tests are performed.
Different currency crisis window and different specification of sudden stops are
considered in order to see whether the benchmark regression is sensitive to different
specifications of crisis dummy variables. In the case of currency crisis dummy, two-
year currency crisis window is now imposed which yields 63 currency crisis episodes
compared with 51 currency crisis episodes using three-year window. Sudden stop
dummy is defined as a year in which the capital account decreases by at least two
standard deviations and there is a reduction in the current account deficits in the year
of sudden stops or a year following sudden stops. This definition follows Hutchison et
al. (2007) which take account of current account reversals following sudden stops.

Regression results are presented in Table 2.4. The signs and significances of
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coefficients remain the same in most regressions. However, the coefficient on
executive constraints in the sudden stops regressions loses its significance, while the
coefficient on overall balance gains significance.

Another robustness test is performed by estimating the same regression but
over a different period of time. The regressions are estimated over the period 1990-
2003 and the results are reported in Table 2.5. The coefficient on real exchange rate
overvaluation in the currency crisis regressions loses its significance but the sign
remain unchanged. However, a major difference is the coefficient on short-term
external debt to GDP. When the regressions are estimated over the period 1980-2003,
the coefficient on short-term external debt to GDP has the expected positive signs in
most regressions but none of them are statistically significant. However, when the
regressions are estimated over the period 1990-2003, the coefficient on short-term debt
to GDP becomes significant in the regressions for currency crises and banking crises.
This suggests that short-term external debt is a source of vulnerability in the 1990-
present period but not before.

An alternative liquidity indicator is also tested. The short-term external debt to
international reserves suggested by many empirical literatures as the single most useful
liquidity indicator is used to examine whether the variable can contribute more or less
to the model. The results show that the coefficient on short-term external debt to
reserves is insignificant and negative in the period 1980-2003 and positive in the
period 1990-2003. However, one conclusion can be drawn that liquidity problems did

not increase the vulnerability to crises in the previous era but it tended to be a part of
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the vulnerability from 1990 onward. Thus, it is obvious that in the 1990s as
international capital markets have become more integrated, the external sector was one
of the major factors that put emerging market economies more at risk.

Table 2.6 presents the marginal effects of each independent variable estimated
at its mean value. The magnitude of the short-term debt variable confirms a more
important role of external vulnerability in the recent period. In the 1980s, the
probability of crises tended to be most influenced by current account balance. The
marginal effect of -0.3478 (Column 1) suggests that, by holding other variables
constant at their mean value, the probability of currency crises will increase by about
.35 percent if there is a reduction in current account balances by one percent of GDP.
In the 1990s, on the other hand, the probability of crises tends to be increased the most
by the magnitude of short-term debt. Compared with negative coefficient on current
account balance of -0.0007, the coefficient on short-term debt of 0.0010 (Column 4)
suggests that, by holding everything constant at its mean value, a one percent increase
in the ratio of short-term debt to GDP increases the probability of currency crises by

0.001 percent.

2.5 Conclusion

This chapter investigates the role of potential vulnerability indicators of crises
using fixed effects logit model approach. The focus is on currency crises, banking
crises, and sudden stops since emerging market economies are more vulnerable to

these three types of crises especially sudden stops which have tended to be the feature
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of emerging market economies. Many empirical studies have attempted to assess the
potential vulnerability indicators of crises by using EWS models. The aim of EWS
models is to predict crises rather than explain crises. However, EWS models can help
identify economic weaknesses and vulnerabilities which can shed light on causes of
crises. The findings provide useful information and policy implications for policy-
makers. Emerging market economies are more vulnerable to currency crises, banking
crises, and sudden stops. Although these three types of crises are likely to have
common origins and a similar set of determinants, they tend to be triggered by
different factors. Determinants of currency crises and sudden stops are similar and are
likely to be triggered by the external sector while banking crises tend to be influenced
by domestic credit growth and real exchange rate overvaluation. It is noteworthy that
these indicators are just a possible set of vulnerability indicators and should not be seen
as a true reason for countries’ vulnerability. In the case of South Africa, having a high
level of short-term debt and low levels of reserves does not necessarily mean that the
country is vulnerable to a crisis. A sound solvency indicator, low debt level to export
ratio, appears to help the country avoid a crisis despite the high debt levels and low
reserves.

Furthermore, the findings provide important evidence regarding the nature of
crises. The characteristics of crises in the 1990s were different from those in the earlier
period. Short-term external debt is found to be a source of vulnerability in the 1990-
present period but not before. The evidence suggests that as international capital

markets have become more integrated, the external and financial sectors are the major

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



sources of vulnerabilities and play an important role in triggering crises in emerging

market economies.
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Table 2.1: Data Descriptions

Variable

Description and Source

Currency crisis
dummy

Banking crisis
dummy

Sudden stop dummy

Overall balance

Foreign currency
denominated public
debt

Short-term external
debt
Current account

balance

Real exchange rate
overvaluation

Domestic credit
growth

Trade openness

Constraint on
executive

A currency crisis is said to occur if the EMP index which is a weighted average
of monthly changes in the nominal exchange rates and in international reserves
exceeds its mean by more than two standard deviations. Then a crisis year is
defined as a year that contains one or more crisis months. A currency crisis
dummy is equal to 1 in a crisis year and 0 otherwise. Crises occurring in three
consecutive years are treated as the same crisis. Source: International Financial
Statistics (IFS) for data on monthly exchange rates and international reserves.

A banking crisis dummy is equal to 1 in the first year of each banking crisis
episodes (both systemic and non-systemic banking crises), and 0 otherwise. A
systemic banking crisis is defined as a situation in which much and all of bank
capital being exhausted, while a non-systemic banking crisis is a smaller
banking crisis in which there is evidence of significant banking problems such
as government intervention in banks and financial institutions. Source: the
banking crisis definition and data are from Caprio and Klingebiel (2003).

Sudden stop dummy is equal to 1 if net capital inflows have declined by at least
5 percent of GDP in one year, and 0 otherwise. Source: Edwards (2004) for the
sudden stop data.

Central government overall balance, in percent of GDP. Source: World
Economic Outlook (WEO).

Central government foreign currency denominated debt, in percent of total
public debt. Source: Jeanne and Guscina (2006).

Short-term external debt is defined as debt (both public and private external
debt) that has an original maturity of one year or less, in percent of GDP.
Source: World Development Indicators (WDI).

Current account balance, in percent of GDP. Source: WDI.

The deviation of the real exchange rate from its long-term trend. Hodrick-
Prescott (HP) filter is applied to the annual real exchange rate in order to obtain
a smooth estimate of long-term real exchange rate trend. Source: IFS for the
real exchange rate data.

The growth rate of domestic credit provided by banking sector, in percent of
GDP. Source: WDI.

The sum of exports and imports, in percent of GDP. Source: WDI.
The constraint on executive variable is scaled 1-7 with 1 indicating least

constraint or unlimited authority and 7 indicating most constraint. Source:
Polity IV dataset.
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Table 2.2: Descriptive Statistics

Variable Obs Mean Std. Dev. Min Max
Currency crisis dummy 411 1532847 3607008 0 1
Banking crisis dummy 456 .0701754 255723 0 1
Sudden stop dummy 431 0812065 2734694 0 1
Overall balance.) 390 -2.482672 3.194622  -15.29488 6.070693
Foreign currency denominated public
debtg.y) 386 48.58992 28.51738 .0001284 100
Short-term external debt.;) 360 8.20095 6.017063 0 40.932
Current account balance.) 400  -1.506002 4.54535  -14.49845 18.03534
Real exchange rate overvaluation., 406  -3.907262 253.3021 -2226.055 1924.408
Domestic credit growth., 378 3.08125 20.10562  -64.23572 193.0538
Trade openness. 1y 408 58.246 37.3794 11.54567 228.8752
Constraint on executiveg.y 437 6 1.891581 I 7
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CHAPTER THREE

The Costs of Crises: The Output Costs

3.1 Introduction

Emerging market economies have experienced a number of crises in the past
two decades and most of them have resulted in severe economic recessions. The more
often crises occur, the more time and resources countries have to spend on cleaning up
crises. There is evidence that crises have grown more frequent. Bordo et al. (2001) find
that the occurrence of crisis has been double that of the Bretton Woods and gold
standard periods since 1973. They explain that the combination of capital mobility and
the financial safety net which encourage banks and corporations to accumulate
excessive foreign currency denominated debt are not only the source of the growing
crisis incidence but also the factor that makes recent crises different from the past. In
the pre-1972 period, large current account deficits did not lead to sudden stops. Trade
flows were balancing by capital flows and creditors were willing to finance trade
deficits in the time of difficulty. By contrast, lending in the post-1972 was less related
to trade. The inconsistency between trade flows and capital flows weakened creditors’
confidences, thus increasing vulnerability to reversals of capital inflows or sudden
stops. As mentioned by many literatures, the characteristic of emerging market
economies is they are particularly vulnerable to sudden stops and sharp changes in

investor’s confidence. Therefore it should not be surprising that a number of recent

crises occurred in emerging market economies.
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Much of the empirical literature attempts to explain what causes crises and
eventually predict crises. However, less work has been done on what factors make
crises more costly. The latter is found to be as important as the former. The empirical
literature on output costs of crises focuses heavily on currency and banking crises.
Only a few studies contribute to the output costs of sudden stops. Moreover, none of
these studies considers these three types of crises together in their analyses. Crises in
emerging market economies tend to have different characteristics and each type of
crises tend to be triggered by different factors. Considering all of them together in the
same model allows us to compare their distinct characteristics and explore what
characteristic tends to trigger a particular type of problems.

This chapter investigates whether the set of macroeconomic, structural, and
institutional variables that are associated with the occurrence of currency crises,
banking crises, and sudden stops in emerging markets can also explain output losses of
the three types of crises, in other words, to test whether the factors that make crises
more likely also make them more costly. Furthermore, this chapter investigates if there
are other factors that may not be associated with the probability of crises but is likely
to influence output losses of crises. The results show that output costs of crises depend
not only on the factors triggering crises but also the factors that are not associated with
the occurrence of crises. In some cases, the magnitude of output costs can be most
influenced by the latter. Another key finding is that the determinants of output costs of
crises in emerging markets have changed across decades. Maturity and currency

compositions of external debt have become an important factor determining output
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costs of crises in the recent period. The findings suggest that policy-makers should
fully understand not only what causes crises but also what makes them more costly in
order to design and implement policies that allow a country to reduce the impact or
even avoid crises.

Sections 3.2 and 3.3 review the literature on the effects of crisés on the
economy and the determinants of output costs of crises respectively. Section 3.4
discusses the measures of output losses of crises including methodologies and
estimation of the potential trend. Section 3.5 presents empirical methodology and data
used in this chapter. Section 3.6 reports the empirical results of the determinants of
output costs during 1980-2003. This section also presents empirical results of changing
nature of output costs of crises. Section 3.7 concludes the chapter and discusses policy

implications

3.2 The Effects of Currency Crises, Sudden Stops and Banking Crises on the
Economy

Crises usually result in misallocation and under utilization of resources (IMF,
1998), thus leading to losses of aggregate output and economic recessions. However,
crises can have the opposite effect on the economy. In this case, there will be no output
losses but output gains accompanying crises. Crises can affect the economy through
various channels and different types of crises tend to have different effects on the
economy. Furthermore, the impact of crises on the economy can also be different even

if the types of crises are the same.
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The impact of currency crises on the economy can be devided into the
following channels. First, currency crises can have an expansionary effect on the
outputs through the volume effect of devaluation. With wage and price rigidities, a
currency devaluation would induce an improvement in current account balance since
nominal devaluation increase country’s competitiveness and thus, increase exports and
encourage employment and output. It is evident that some currency crises were not
followed by output losses. Aziz et al. (2000) find that, in 50 industrial and emerging
markets economies, 40 percent of the currency crises have not been contractionary.
Gupta et al. (2003) report a similar finding. They find that 40 percent of crises in their
sample have an expansionary effect on output. Second, currency crises can have a
contractionary effect through the price effects. Unlike the volume effect, a devaluation
may not improve current account balance in the short-run since the volume of exports
and imports may remain level after the devaluation partly due to pre-existing contracts
for export and import goods. Along with the lower price of exports caused by the
devaluation, the current account balance could be deteriorated in the short-run. A
devaluation tends to work better for industrial countries than for developing countries.
This is because the Marshall-Lerner condition’which is a condition for a currency
devaluation to improve current account balances is likely to be fulfilled in industrial
countries. This is consistent with finding by Aziz et al. (2000) in which currency crises

in industrial countries have normally been expansionary.

3 This condition says that a currency devaluation will improve current account balance if the sum of the
elasticity of demand for exports and imports is greater than one.
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Currency crises can also have a contractionary effect on output through balance
sheet effects. The third generation crisis models emphasize the role of the financial
sector in causing currency crises and the balance sheet effects associated with
devaluations. In countries where the financial and corporate sectors have currency and
maturity mismatches on their balance sheets, they are exposed to both exchange rate
and rollover risks and this may lead to currency and banking crises. Banks and
corporates’ balance sheets will be deteriorated through increasing debt burden
following the devaluation. The balance sheet effects are associated with disruption in
the financial market. As banks become more careful with lending, investment and
consumption will be decreased and eventually reducing economic growth of a country.
The extent of the contraction will depend on quality of the financial sector (Disyatat,
2001) and their dependence on external finance (Stone, 2000 and Dell’ Ariccia et al.,
2004). The more unsound and highly dependent on external source of fund the
financial sector is, the more severe economic recession a country will experience.

The Asian crisis is an excellent example of how highly dependent on external
source of fund and unsound financial sector could create vulnerability to crises and
resulted in substantial aggregate output losses. The same is also true for the public
sector. Crises in Argentina (2000-2002), Brazil (1998-1999), and Russia (1998) have
shown that their high dependence on external source of funds by the public sector can
be a major factor in causing crises. In this case currency crises can have a

contractionary effect on output because, following crises, governments will face an
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increasing public debt burden. In order to achieve improvement in budget balance,
governments need to cut their spending, thus resulting in a reduction in output.

Sudden stops can affect the economy through current account adjustment and
balance sheet effects due to real exchange rate devaluation. The impact on the
economy is fairly similar to that of currency crises. According to Dornbusch et al.
(1995) and Calvo et al. (2004), sudden stops tend to result in major current account
reversals. An immediate reduction of capital inflows or sudden stops needs to be offset
by a reduction in current account deficits. A sharp reduction in current account deficits
requires the compression of consumption, investment and import spending, therefore
causing a decline in output and weakening the financial system (Bordo et al., 2001).
This is consistent with findings by Edwards (2002) and Edwards (2004) in which
current account reversals negatively affect investment and growth. The magnitude of
the effect of current account reversals will depend on the degree of trade openness of a
country. A country with a higher degree of trade openness is less likely to suffer from
lower growth relative to trend. This is because a country with higher trade openness
tends to have better ability to generate more trade and have higher export growth than
a country with lower trade openness. Their explanation is based on the idea that a
country that is more open is more capable of absorbing the rapid technological
advances, and thus experiences higher productivity growth.

Milesi-Ferretti and Razin (1999), Chari et al. (2005), and Kaminsky (2006), on
the other hand, find that there is no obvious evidence that sudden stops and current

account reversals have unfavorable effects on output. In fact, sudden stops can lead to
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an increase in output (Chari et al., 2005). They argue that a reduction in output
following sudden stops can be accounted for by several factors, not sudden stops alone.
Differences in the findings may reflect the fact that not all sudden stops and current
account reversals are disruptive. As pointed out by Adalet and Eichengreen (2005),
current account deficits can develop for different reasons and, therefore, can be
eliminated for very different reasons. For example, current account deficits can reflect
an increase in investment in export-support infrastructure or they can reflect an
increase in consumption due to currency overvaluation. Since the implications of these
deficits are different, they are likely to have different effects on output. In addition,
current account reversals can be a result of favorable terms of trade shocks. In this
case, the reversals may induce an increase in output growth.

Crises can be very costly, especially banking crises, because they can impose
not only output costs but also fiscal costs on the economy. For the output costs,
banking crises affect the aggregate output through the credit channel. Disruption of the
financial market due to banking crises limits banks’ ability to extend their loans.
Accordingly, households and firms are automatically forced to reduce their spending
and investment and this can lead to a reduction in the aggregate output. Banking crises
can also generate fiscal cost in the resolution of the financial system difficulty. Fiscal
costs or resolution costs reflect fiscal outlay involving in financial system
restructuring, recapitalization and bailout costs made to depositors and creditors due to
government’s implicit or explicit guarantees. In the event of banking crises, a

government incurs fiscal costs in order to prevent or minimize the effect of crises on
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the economy. As a result, financial sector’s liabilities will be transferred to the public

sector, thus increasing the fiscal costs of crises and imposing costs to taxpayers.

3.3 Literature Review on the Determinants of Costs of Crises

The empirical literature on the costs of crises has focused heavily on the costs
of currency and banking crises but not much on the costs of sudden stops. In fact, most
literature on the costs of currency crises has incorporated the effects of sudden stops on
output as a part of the costs of currency crises. In this type of analyses, sudden stops
are considered as a factor that makes currency crises more likely. There are, however,
a number of studies arguing that crises come in different varieties and they should not
be treated as the same event. Kaminsky (2006) investiga‘.ces whether crises are of
different varieties and finds that crises can be distinguished into six types. Four of
them are associated with domestic fragility; current account deficits, fiscal imbalances,
financial excesses, and foreign debt unsustainability. The other two types are sudden
stops and self-fulfilling crises. She also finds that variables associated with one type of
crises are different than others, and therefore the effects on real economy are likely to
be different.

Sudden stops are associated with currency crises, however, they are distinct
events. Several studies (Milesi-Ferretti and Razin, 1998 and 1999 and Cavallo and
Frankel, 2007) find that the correlations among them are surprisingly low. According
to Milesi-Ferretti and Razin (1999), current account reversals due to sudden stops and

currency crises have different characteristics. Current account reversals due to sudden
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stops are likely to occur when current account deficits are large, foreign exchange
reserves are low, and terms of trade are deteriorated while currency crises tend to occur
in a country with low foreign exchange reserves, exchange rate overvaluation, and
unfavorable external conditions such as high interest rates and low growth in industrial
countries. The effects on the economy of both events are also different. Current
account reversals are not systematically associated with a decline in output whereas
currency crises tend to result in a reduction of economic growth in the crisis year. Even
though the study does not focus directly on capital flow reversals or sudden stops, it
does show that current account reversals occur in the period of recession where
reversals in capital inflows cause a decline in investrﬁent and worsen liquidity
problems. Furthermore, as pointed out by Calvo et al. (2004) and Edwards (2004),
current account reversals and sudden stops are closely related. Current account

reversals tend to be a result of sudden stops.

3.3.1 Currency Crises

The possible set of explanatory variables of currency crises and sudden stops
suggested by the theoretical literature are rather similar regardless of their different
characteristics. However, the factors that trigger each type of crises and their effects on
the economy may vary. Hutchison and Noy (2002) investigate the effects of currency
crises on the output growth. The study focuses on emerging market economies since
they tend to be particularly vulnerable to sudden stops and exchange rates’ swing due

to their maturity and structure composition of foreign debt. They explain that output
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growth is a function of external factors, domestic policy, lagged output growth and the
occurrence of currency crisis. External factors include growth in foreign output and
real exchange rate overvaluation. Domestic policies are changes in government
budgets and credit growth. The structural factor is trade openness. Their results show
that real exchange rate overvaluation, growth in foreign output and openness are
important factors worsening the output growth. In addition, they find that currency
crises in emerging market economies, on average, are contractionary.

Gupta et al. (2003) investigate the behavior of output during currency crises
and find that a large share of crises in the sample had an expansionary effect on output
although the majority of currency crises in the sample are contractionary. The effects
of currency crises on output depend on many factors including the conditions of
domestic and external sectors during crises, macroeconomic policies in resolving crises
and structural characteristics of a country. They find that capital inflows prior to crises,
capital account liberalization, business cycle booms, and income per capita are
associated with a contraction in output. Tight monetary and fiscal policies have
contractionary and expansionary effects on output respectively. Export growth rate,
short-term debt to reserve, and trade openness are found to be significant depending on
spéciﬁcation of the output growth. Bordo et al. (2001), on the other hand, find that the
costs of currency crises are not systematically influenced by a government’s budget
balance, structure of financial system, exchange rate regime, or capital account regime.

The only factor that significantly influences the costs is current account deficit.
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Differences in conclusions in the empirical literature on the effects of currency
crises on output are a result of different measures, periods, and country samples
employed by these studies. Hutchison and Noy (2002) and Gupta et al. (2003) use real
GDP growth rates and a difference between the average of pre- and post-crisis GDP
growth rates to estimate the output effects of currency crises respectively while Bordo
et al. (2001) employ a output loss measure that is estimated by adding up the difference
between the potential trend and the actual growth rate in the years following the crisis
until the actual growth rate returned to its trend. Regarding the period sample, focusing
on different periods tends to yield different results. As mentioned by Bordo et al.
(2001), crises in the post-1973 period tend to have different characteristics from crises
in the previous period. Choosing a different sample period will, therefore, result in
different conclusions among studies. Focusing on different group of countries also
affects the result because different group of countries tend to have different
characteristics and how they respond to crises is also different. As pointed out by Glick
and Hutchison (2001) and Kaminsky (2006), crises in emerging market economies
tend be triggered by different factors and have different characteristics than those in

developed countries.

3.3.2 Sudden Stops
One characteristic of emerging market economies is that they are more
vulnerable to capital flows reversals or sudden stops. Emerging market economies

have been heavily relying on foreign capital inflows that are typically short-run. Short-
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term capital inflows make a country more vulnerable to liquidity problems. This is
because short-term capital inflows are usually susceptible to capital flight during the
time of economic distress as investors and creditors will be able to pull their money out
in a short period of time. In addition to liquidity problems, foreign currency component
of debt also makes a country more vulnerable to solvency problems. A country with a
high level of foreign currency denominated debt will suffer from an increasing debt
burden following a devaluation.

Sudden stops are not only a major cause of recent disruption in emerging
market economies but also a cause of a dramatic reduction in output. High levels of
foreign currency denominated debt especially at short maturity are a crucial
determinant of the effects of sudden stops on output. Moreover, Milesi-Ferretti and
Razin (1999), Calvo et al. (2004), and Edwards (2004) emphasize the role of trade
openness in mitigating the adverse effects of sudden stops on output. As Calvo et al.
(2004) put it the extent of the contraction following sudden stops will depend inversely
on the degree of trade openness of the economy. A country with a higher degree of
trade openness tends to have less contraction in output than a country that is relatively
closed due to their better abilities to generate more trade. Their finding is consistent
with Edwards (2004) in which the costs of current account reversals will depend on the
degree of trade openness of the economy. A country with a higher degree of trade
openness is less likely to suffer from lower growth relative to trend. Similar to Milesi-
Ferretti and Razin (1999), the study does not focus directly on sudden stops. However,

the study tests the joint incidence of sudden stops and current account reversals and

64

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



finds that these two are statistically related although there are observed differences
between the two events.

Bordo et al. (2007) study the determinants of sudden stops and the effects on
output of 20 emerging market economies during 1880-1913. Even though the focus is
on the first era of globalization, their results confirm that a high ratio of foreign
currency debt and current account deficits are positively associated with the probability
of sudden stops. Additionally, trade openness negatively affects the likelihood of
sudden stops but the result varies among different specifications of sudden stops. For
the output effects, they assume that the determinants of sudden stops indirectly affect
output growth. They therefore construct a sudden stop dummy using probit regression
of sudden stops on a set of the determinants of sudden stops. They include the sudden
stop dummy and a set of the determinants of growth suggested by the literature in the
growth regression and then estimate the effects of these variables on growth. The
results show that sudden stops cause a decline in output growth.

The effects of sudden stops on output are not only influenced by
macroeconomic variables but also macroeconomic policy during the event of sudden
stops. On theoretical grounds, economists have come to different conclusions
regarding whether macroeconomic policy tightening during crises is more favorable to
achieving growth target. Fischer (1998) argues that implementing tight macroeconomic
policy during crises is justified because tight monetary policy helps restore confidence
in the domestic currency while tight fiscal policy helps cover the restructuring costs of

financial sector and reduce current account deficits. Stiglizt (1999), on the other hand,
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argues that tight monetary and fiscal policies during crises can lead to substantial
economic slowdown. The reason is that tight macroeconomic policy will worsen
growth rate and that, in turn, will reduce confidence rather than increase it.

On empirical grounds, there is no clear evidence from historical data on how
and which policies have influenced the aggregate output during crises. Hutchison et al.
(2007) attempt to fill this gap by investigating the effects of monetary and fiscal
policies on the output costs of sudden stops. Since the focus is on the effects of
macroeconomic policies, they control for a number of factors that are likely to
influence output following sudden stops. Their results support the view that tight
macroeconomic policies during crises worsen output losses. Both measures of
monetary and fiscal policies which are changes in interest rates and fiscal stance
respectively indicate that increases in interest rates and fiscal balances negatively

affect output costs.

3.3.3 Banking Crises

For the costs of banking crises, there are two types of costs involved: output
costs and fiscal costs. Aside from macroeconomic variables such as real GDP growth
rate, output costs of banking crises tend to be significantly influenced by resolution
policies. Boyd et al. (2004) explain that the magnitude of output losses of banking
crises is not completely accounted for by initial shocks but rather the banking sector
and banking crisis policy variables. Resolution policy variables such as liquidity

support are consistently found to be associated with output losses by adding significant
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amount of costs to the economy. Angkinand (2008) explores more on the relationship
between output cost of banking crises and banking regulation. She finds that
comprehensive deposit insurance coverage and strict bank capital adequacy
requirements tend to reduce the output costs of crises. A real GDP growth rate and
inflation have a negative and positive impact on output costs respectively suggesting
that a country with a lower economic growth rate and poor macroeconomic policy
proxied by high inflation is likely to experience more severe crises.

Resolution policies are also greatly responsible for fiscal costs. Fiscal costs are
rather a transfer cost from the banking sector to the public sector (Hoggarth et al.,
2002), and thus the magnitude of fiscal costs will depend on how crises are resolved
(Dziobek and Pazarbasioglu, 1997) and the importance of a banking system in a
country. Fiscal costs tend to be higher in a country with poor resolution policy and the
greater importance of banking system. Based on the estimated fiscal costs reported by
Caprio and Klingebiel (2003), fiscal costs in emerging market economies are likely to
be higher than those in developed countries. On average, fiscal costs in emerging
market economies and developed countries are 18.6 and 12.8 percent of GDP
respectively”.

Overall, the determinants of output costs of currency crises and sudden stops
are macroeconomic and external variables while the determinants of costs of banking
crises, in addition to macroeconomic variables, tend to be crisis management policies.

Although economists have not reached a consensus on all of the determinants of the

# The calculation is based on 19 emerging market economies which is the country sample used in this
dissertation and 5 developed countries that experienced systemic banking crises during 1970-2003.
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costs of crises and the effects on the economy, one thing we know for certain is crises
in emerging market economies are triggered by multiple vulnerabilities (Kaminsky,
2006). Furthermore, one type of crisis can be triggered by the other. This implies that
factors causing one type of crises can also indirectly cause another type. Crises of all
types in emerging market economies are likely to have common origins and a similar
set of determinants usually in a context of structure rigidities and financial sector
weaknesses (IMF, 1998). However different types of crises tend to be triggered by

different reasons, and thus the effects on the economy tend to be different.

3.4 Measuring Costs of Crises: Conceptual Issues and Empirics

A number of methods are used to investigate the severity or depth of crises.
While some studies focus on the behaviors of exchange rates and international reserves
during crises (Sachs, Tornell, and Velasco, 1996, Furman and Stiglitz, 1998, and
Kaminsky and Reinhart, 1999), other focus on the impact of crises on the economy or
output (Bordo et al., 2001, Hoggarth et al., 2002, and Hutchison and Noy, 2002).
Additionally, some studies use fiscal costs of crisis resolution to measure the severity
of banking crises (Caprio and Klingebiel, 2003 and Honohan and Klingebiel, 2003).

The behaviors of exchange rates and international reserves during crises and
fiscal costs may not reflect the overall cost of crises to the economy but rather the
narrow measure of the size of crises. The overall cost of crises to the economy should
reflect welfare losses which can be approximated by losses in GDP during the event of

crises (Bordo et al, 2001). There are two types of studies on the effects of crises on the
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economy. One focuses on economic performance or economic growth, while the other
focuses on output losses which can be estimated by the difference between the actual
GDP and the potential GDP trend. The literatures on the costs of crises are derived
from the latter but the former can shed some light on the determinants of costs of

crises.

3.4.1 Methodologies in Estimating Qutput Losses

Output loss is defined as the sum of the differences between the actual output
and the potential output trend during the crisis period. Methodologies to measure
output losses have been the subject of much controversy since there is no common way
to measure output losses. However, there are two approaches commonly used by
empirical studies to estimated output losses.

1) Losses in output growth rate. This approach, used in IMF (1998), Aziz et al.
(2000), Honohan and Klingebiel (2003), and Claessens et al. (2004), provides a rough
estimation of output losses by adding up the difference between the actual GDP growth
rate and the potential GDP growth trend in the years following the crisis until the time
when the actual GDP growth returned to its trend. The formal specification is as

follows:
N
Estimated losses in output growth (%) = Z (g*-g) @)
1=to

where g; is the actual GDP growth rate during the crisis period, g* is the

potential GDP growth trend which is the average of GDP growth rate in the period
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prior to crisis’, to is the beginning of the crisis year, N is the period that the actual GDP
growth rate returned to its trend. Thus, N- t; represents duration of crises.

2) Losses in output level. In stead of using the growth rate of GDP, this
approach uses GDP level to calculate output losses. The output losses are calculated by
summing up the difference between the actual GDP level and the potential GDP trend
over the crisis period. This approach is used in Bordo et al. (2001), Hoggarth et al.

(2002), and Mulder and Rocha (2001). The formal specification is as follows:

N
Estimated losses in output level (%) = Z (GDP*-GDP)) 2)

1=t0

where GDP; is the actual GDP during the crisis period, GDP* is the potential
GDP trend which is based on the past GDP levels smoothed by Hodrick-Prescott filter
(HP filter)®.

The two methods provide different results in terms of magnitude of output
losses and durations of crises. The differences are due to several reasons. As pointed
out by Claessens et al. (2004), who employ the GDP growth rate methodology, the
differences can be accounted for by other factors determining the GDP level, different
assumptions made about the potential trend and the timing of pre- and post-crisis
period.

Different estimates provided by both methodologies will certainly affect

empirical results on the costs of crises. Hoggarth et al. (2002) show that the magnitude

> A number of pre-crisis years used to calculate potential growth trend can be vary. For example, Bordo
et al. (2001) use five-year pre-crisis growth rates while Hoggarth et al. (2001) and Angkinand (2005) use
three-year pre-crisis growth rates.

See the estimating potential trend section for more discussion.
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of output losses provided by the GDP level method is much larger than those of the
GDP growth rate method. They explain that using GDP growth to calculate output
losses leads to underestimation of the magnitude of output losses because it does not
take into account a reduction in the output level in previous years. After crises, the
actual growth rate may return to its pre-crisis growth rate but there might be permanent
loss in the output level. In this case, the level of GDP will not return to its pre-crisis
GDP level. This argument is supported by empirical evidences from the Asian crises.
Angkinand (2005) uses graphical analysis to compare output losses estimated by both
methods for five crisis-hit Asian countries. She finds that the Asian countries recovery
from crises as indicated by a return of GDP growth to its pre-crisis growth trend within
a few years. However, the actual GDP level for all five Asian countries does not return
to its potential GDP trend indicating the permanent losses in output for these countries.
Her result is consistent with Cerra and Saxena (2003) who investigate output recovery
from the Asian crises and find that the actual output level for six Asian countries does
not return to its potential output trend. However, their findings could also reflect that

the old growth rate was no longer sustainable.

3.4.2 Estimating Potential Trend
One of the main reasons for wide variations in estimated output losses in
addition to the difference in methodologies is the difference in estimated trend of

potential output. A high trend leads to high estimated output losses while a low trend
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leads to underestimation of output losses. These differences obviously depend on
potential trend assumptions used by empirical studies.

One assumption regarding the potential trend is the number of pre-crisis years
used to calculate the potential trend. This is a crucial assumption especially when using
a GDP growth rate to calculate the potential trend. The potential growth trend is
defined as the average of GDP growth rates in the pre-crisis period usually three or
five years. Prior to crises, GDP growth rates tend to be different from normal due to
unusual economic condition. However, there is no agreement on whether the unusual
economic condition prior to crises is influenced by economic boom or recession.
Empirical results show evidence in support of both views. Demirgii¢-Kunt and
Detragiache (1997), Milesi-Ferretti and Razin (1999), and Bussiere and Fratzscher
(2002) find that crises are likely to be preceded by recessions whereas Bordo et al.
(2001) and Corsetti et al (1999) argue that high economic growth makes countries
more vulnerable to crises. Based on historical data of Asian countries in the 1990s,
Corsetti et al (1999) show that all Asian countries in their sample had high economic
growth rates in the period leading up to the crisis. Different conclusions among
empirical studies are partly due to a lack of a clear pattern for economic growth in the
pre-crisis period. Aziz et al. (2000) observe the behavior of output growth prior to
crises and conclude that, on average, output growth was significantly below its normal
rate in 24 months before a crisis. For the rest of the pre-crises period, output growth

slightly increased before slowing down in the last few months prior to the crisis.
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As the behavior of output growth prior to crises is unstable, it is crucial to
choose an appropriate number of pre-crisis years to estimate the potential trend.
Choosing a short pre-crisis period may result in a bias of estimated output losses. For
example a country that experiences economic boom prior to crises will result in
overestimation of output losses. This is because the potential growth trend is based on
pre-crisis growth rates which, in this case, are unusually high due to economic boom.
Therefore, the potential growth trend will be inflated and output losses will be
overstated. On the other hand, as pointed out by Angkinand (2005), using a long pre-
crisis period may not reflect a true tranquil period especially in countries that
experience multiple crises.

In the case of the GDP level method, a number of pre-crisis years chosen to
calculate the potential trend may not be as of concern as in the GDP growth method.
The potential level trend is based on long-term historical GDP levels usually from the
beginning of the sample period up until the last year before a crisis occurs or ten years
prior to a crisis. After the period is chosen, the Hodrick-Prescott filter will be applied
to GDP levels for the chosen period to obtain a smooth estimate of the GDP level
trend. Then the potential GDP level trend is given by assuming that the GDP level
trend will grow at a constant rate of the average three-year pre-crisis growth rates of
the HP filter estimates’. The potential GDP level trend obtained from this method,

however, will be high and, in some cases, makes recovery impossible because it is

7 This method follows Mulder and Rocha (2001).
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based on the assumption that the potential trend should reflect GDP levels if crises had
not occurred.

Alternatively, some studies calculate the potential GDP level trend by applying
the HP filter for the entire sample period. This method will produce downward biases
or smaller output losses because it takes into account a reduction in output following
crises. This method is not appropriate for calculating the potential trend for a country
with multiple crises because it means that crises in the future will be taken into account

when calculating the output losses of crises in the past.

3.5 The Determinants of Qutput Costs of Crises: Empirical Methodology and
Data

3.5.1 Methodology

To investigate the determinants of output costs of crises, ordinary least square
(OLS) with White’s heteroscedasticity-consistent standard errors is employed. When
data is cross-section, the problem of heteroscedasticity in which the error terms of each
explanatory variable have different variances is commonly present. Heteroscedasticity
does not produce biased OLS estimators. However, these estimators are no longer
efficient, in other words they do not have minimum variance. As a result, the t-value
will be smaller (larger) than it is supposed to be making statistically significant
(insignificant) variables seem to be insignificant (significant). Disregarding
heteroscedasticity when using OLS estimation will result in misleading conclusions.

This problem can be corrected by using White’s heteroscedasticity-consistent standard
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errors which allows for consistent variances of OLS estimators and corrects for
heteroscedasticity without altering the values of estimated coefficients. The model can
be expressed as follows:

Costi = o+ BxXk; + €

where Cost; is estimated output costs of crisis i, By is the coefficient of k™
explanatory variable, X is a vector of explanatory variable, &; is the normally

distributed error term.

3.5.2 Data

Dates of Crises

Currency Crises

A currency crisis is said to occur if the EMP index which is a weighted average
of monthly changes in the nominal exchange rates and in international reserves
exceeds the country-specific mean by more than a given amount. Frequently, two
standard deviations is used. The weights attached to each component of the EMP index
are assumed to be equal. An annual version of the crisis index is constructed for each
country in the sample. A crisis year is defined as a year that contains one or more crisis
months. A currency crisis dummy is then constructed for the entire sample period
where a currency crisis dummy is equal to 1 in a crisis year and 0 otherwise. Crises
occurring in three consecutive years are treated as the same crisis in order to avoid
double-counting the same crisis episode. With this methodology, 51 currency crisis

episodes are identified.
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Banking Crises

Data on banking crises are from Caprio and Klingebiel (2003) and are
classified either systemic or border line banking crises. A systemic banking crisis is
defined as a situation in which much and all of bank capital being exhausted, while a
border line or non-systemic banking crisis is a smaller banking crisis in which there is
evidence of significant banking problems such as government intervention in banks
and financial institutions. The criteria of Caprio and Klingebiel (2003) yield 27
systemic banking crises and 5 non-systemic banking crisis episodes in 19 emerging

market economies during the period 1980-2003.

Sudden Stops

Data on sudden stops are from Edwards (2004). Sudden stop is identified as
when net capital inflows have declined by at least five percent of GDP in one year.
During the period 1980-2003, this definition yields 35 sudden stop episodes in 19

emerging market economies considered in this dissertation.

Output Costs of Crises

Output costs of crises are estimated using both GDP growth rate and GDP level
methods discussed above. The potential GDP growth trend is defined as the average of
GDP growths in the three years prior to a crisis. For the potential GDP level trend, the
HP filter is applied to GDP levels from the beginning of the sample period up to each

crisis year. The GDP level trend is assumed to grow at a constant rate of the average
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three-year pre-crisis growth rates of the HP filter estimates. In the case that the average
three-year pre-crises growth rates is a negative value, the GDP level trend is then
assumed to be constant from the crisis year onward. This prevents the potential output
level trend from declining over time.

Tables 3.1-3.3 present the estimated output losses of currency crises, sudden
stops, and banking crises and for 19 emerging market economies from 1980-2003. The
results show that the two estimating methods yield different results in terms of the
magnitude of output losses and durations of crises. The average losses of output
growth are higher than those of output levels for all three types of crises, with banking
crises have the highest average output losses. The average of output growth losses of
currency crises, sudden stops, and banking crises are 11.36, 14.56, and 17.70 percent
of GDP respectively while the average of output level losses of currency crises, sudden
stops, and banking crises are 9.85, 13.42, and 15.63 percent of GDP respectively. The
most costly crisis was the Mexican crisis in 1982 which resulted in significant output
losses of 95.80 percent and 92.70 percent of GDP estimated using the GDP growth and
GDP level methods respectively. For several crises, there were no output losses, but
rather output gains indicated by higher actual GDP than its trend following crises. The
latter will be given a value of zero since this dissertation is not interested in output
gains of crises. Crises with no output losses account for approximately 23 percent of
total crisis episodes meaning that most of crises in the sample have a contractionary
effect on output. This finding is consistent with Hutchison and Noy (2002) in which

crises in emerging market economies, on average, are contractionary.
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Hoggarth et al. (2002) point out that the magnitude of output losses provided by
the GDP level method is much larger than those of the GDP growth rate method.
However, this is not the case for emerging market economies, or at least for the
country sample in this dissertation. The results in Table 3.1-3.3 show that the GDP
growth method provides larger output losses for all three types of crises. Moreover, the
results provided by Hoggarth et al. show that even though the average output losses of
all countries in their sample estimated by the GDP growth method are smaller than
those estimated by the GDP level method, the opposite is true for emerging market
economies. This can be due to the fact that crises in emerging market economies were
usually preceded by high growth rates. It is noteworthy that although the growth rates
were high especially in Asian economies, they grew at diminishing rate. This can be a
reason why there are different conclusions on the economic conditions prior to crises
among empirical studies.

The average recovery time where the actual output returned to its trend
estimated by each method is also different. The average recovery time of output level
is slightly shorter than that of output growth. However, the former yields more crises
with permanent losses in output in which the actual GDP never returns to its trend. The
average recovery time of output growth for currency crises, sudden stops, and banking

crises are 1.8, 2.0, and 2.8 years respectively.
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Independent Variables

The determinants of the costs of crises suggested by the literature are similar to
the determinants of crises. In the previous chapter, the factors causing crises have been
investigated and the results show that the external sector, financial sector, and
structural and institutional indicators all play a role in the occurrence of crises.
However, none of the public sector variables is significant. The determinants of
currency crises and sudden stops are similar, but not completely the same. This
confirms the findings by Milesi-Ferretti and Razin (1999) and Kaminsky (2006) that
currency crises and sudden stops are distinct events.

This chapter examines whether the set of macroeconomic, structural, and
institutional variables that are associated with the occurrence of crises can also explain
the output losses of crises. Thus, the set of explanatory variables used in this chapter
will be the same as in the previous chapter. Furthermore, this chapter will investigate
whether the\re are other factors that may not be associated with the occurrence of crises
but are likely to influence the output losses of crises. Similar to the previous chapter,
the sample consists of 51 episodes of currency crises, 35 episodes of sudden stops, and
32 episodes of systemic and non-systemic banking crises in 19 emerging market
economies® over the period of 1980-2003. The explanatory variables are categorized
into four groups; public sector, external sector, financial sector, and structural and

institutional indicators. All variables are lagged one year in order to capture the

8 Argentina, Brazil, Chile, China, Colombia, Czech Republic, Hungary, India, Indonesia, Israel, Korea,
Malaysia, Mexico, the Philippines, Poland, Russia, Thailand, Turkey, and Venezuela.
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delayed response of output to macroeconomic variables and avoid endogeneity

problems.

3.6 Empirical Results

Tables 3.5-3.7 present results of the determinants of output costs of crises. The
results vary depending on the output cost measures. Table 3.5 shows that factors that
make currency crises more likely also make them more costly. A decrease in the
current account balance before crises and fewer constraints on the executive increase
output costs of currency crises. A rise in real exchange rate overvaluation tends to
increase output costs, but the variable is statistically significant only in the growth loss
regression. Openness, on the other hand, is not a significant determinant of output costs
although it is negatively associated with the probability of currency crises. It is
interesting that output of costs of currency crises are also influenced by other factors
that are not associated with the occurrence of crises in my regressions. These variables
are short-term external debt to GDP, foreign currency denominated public debt, and
domestic credit growth. The first two variables tend to increase output costs of
currency crises while the last tends to decrease them. However, other studies such as
Hutchison and Noy (2005) find mixed result on domestic credit growth.

The determinants of output costs of sudden stops are presented in Table 3.6.

Output costs of sudden stops are higher for a country with fewer constraints on the
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executive’ and exchange rate overvaluation. The latter is not associated with the
occurrence of sudden stops in my results, but it significantly influences output costs of
sudden stops. The effects of sudden stops on output will be materialized through
current account adjustment and balance sheet effects due to real exchange rate
depreciation. Theoretically, the extent of output losses will depend on trade openness
and a level of foreign currency denominated debt. However, the results show that the
effect of sudden stops on output does not seem to depend on trade openness and the
level of foreign currency denominated debt as suggested by many empirical literatures.

Table 3.7 presents the results of output costs of banking crises. Output costs of
banking crises are higher for a country with exchange rate overvaluation, a high short-
term debt to GDP ratio, and high domestic credit growth prior to crises. The magnitude
of output costs of banking crises significantly depends on short-term external debt.
One percent increase in short-term external debt to GDP will increase output costs of
banking crises by about one percent.

The results of the determinants of output costs of crises provide an important
implication. The costs of crises depend not only on the factors triggering crises but also
on other factors. In some cases, the latter can be a major factor contributing to output
costs or severity of crises. Therefore it is important for policy-makers to understand not

only what they are vulnerable to but also what influences the costs of crises.

o Angkinand and Willett (2008) study the costs of banking crises and the role of domestic institutions
and find that both too few and too many veto players are associated with higher output costs of banking
crises. An absence or excessive number of any veto players can lead to policy volatility and inflexibility
of policy responses respectively. Their findings underline the importance of political institutions in
alleviating the severity of banking crises.
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Changing Nature of Output Costs of Crises

Empirical results from the previous chapter show that nature of crises has
changed across the decades of 1980s and 1990s. It is also likely that the determinants
of output costs will be affected by the changing nature of crises. Therefore this section
investigates the determinants of output costs of crises over the period 1990-2003 which
will be compared with the results of the 1980s estimated earlier. The results show that
the determinants of output costs of crises also have been different from the earlier
period. Table 3.8 presents the determinants of output costs of currency crises over the
period 1990-2003. A major difference between the two decades is that current account
balances were no longer a significant determinant of output costs of currency crises in
the 1990s. The magnitude of output costs positively and significantly depends on real
exchange rate overvaluation and short-term external debt, with the latter having the
strongest effect on the magnitude of output costs.

The results of output costs of sudden stops shown in Table 3.9 also suggest a
distinct characteristic of output costs in the 1990s. In the 1980s, output costs of sudden
stops were determined by real exchange rate overvaluation and institutional quality.
However, in the 1990s, output costs were determined by fiscal balances and foreign
currency denominated public debt in addition to real exchange rate overvaluation and
executive constraints. These two fiscal variables have the strongest effect on the
magnitude of output costs of sudden stops. An increase in the overall fiscal balance by
one percent increases output costs by almost three percent in the case of output level

losses. This suggests that fiscal tightening prior to sudden stops make sudden stops
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more costly. The finding is consistent with Razin and Sadka (2004) and Hutchison et
al. (2007) who find that high budget balance or fiscal surplus might not help achieving
growth target during crises and fiscal tightening at the time of sudden stops
significantly worsens output losses. In addition to fiscal balance, the magnitude of
output costs of sudden stops in the post-1990 period also significantly depended on the
currency composition of public debt. A one percent increase in foreign currency public
debt to total public debt increases the output growth losses and output level losses by
0.1915 and 0.1522 percent respectively. As mentioned earlier, the extent of output
losses of sudden stops partly depends on level of foreign currency denominated public
debt. While the results in the previous section do not show any evidence supporting
this statement, the results for the 1990s show that the effect of sudden stops on output
depends on a currency composition of public debt as suggested by many empirical
literatures. The finding confirms that the balance sheet effects have become more
important in causing severe crises in the recent period. The determinants of output
costs of banking crises in the 1990s were not much different from the earlier period.
Short-term external debt and domestic credit growth still were significant determinants
of output losses. Real exchange rate overvaluation, however, was not a significant
predictor of output costs of banking crises in the 1990s.

One thing worth mentioning is the role of trade openness in determining output
costs of crises. On one hand, trade openness can be beneficial to economic growth
through reducing the size of real exchange rate swings and facilitating the current

account adjustment after a devaluation. Therefore, a country with more trade openness
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is likely to experience lower output costs. On the other hand, trade openness can be
detrimental to a country through its exposure to external shocks. Even though the
results show that trade openness is not a significant determinant of output costs in both
1980s and 1990s, its positive signs in the 1980s and negative signs in the 1990s
suggest that the behavior of trade openness also has changed across the decades. The
benefits of trade openness on economic growth tend to outweigh the vulnerability to

external shocks in the recent period.

3.7 Conclusion

Crises are disruptive and costly in terms of output losses. Although some crises
may result in output gains, it is rarely the case in emerging market economies. On
average, the output costs of crises in emerging market economies are 10-17 percent of
GDP. However, in the case of the Mexican crisis in 1982, the costs were as large as the
size of GDP. Crises cannot easily be predicted. The changing nature of crises makes it
more difficult to rely on EWS models to anticipate crises. Even so, knowing how to
reduce their impacts can be more important and useful for policy-makers in order to
design preventive and corrective policies.

Different types of crises are triggered by different factors and their effects on
the economy are different. Output costs of crises depend not only on the factors
triggering crises but also the factors that are not associated with the occurrence of
crises. In some cases, the latter can be a major factor contributing to the severity of

crises. Output costs of currency crises tend to be determined by external factors. The
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magnitude of output costs in the 1980s was most influenced by current account deficits
while in the 1990s short-term external debt was a major factor determining the
magnitude of output costs of currency crises. The determinants of output costs of
banking crises in the 1990s were not much different from the previous period. Short-
term external debt played the most important role in determining the magnitude of
output costs in both decades. A significant changing nature of output costs of crises is
found in sudden stops. Overall fiscal balance and foreign currency denominated public
debt have been the important determinants of output costs of sudden stops from 1990
onward.

The findings provide an interesting conclusion regarding the characteristics of
emerging market economies. As mentioned earlier, one important characteristic of
emerging market economies is that they tend to rely heavily on foreign capital inflows
that are typically short-term. Both currency and maturity compositions of inflows make
them more vulnerable to solvency and liquidity problems. Even though the results
from the previous chapter show that short-term external debt and foreign currency
denominated public debt do not influence the probability of crises, it is the output costs
of crises that these two variables significantly determine. The results show that this
characteristic of emerging market economies makes their crises more costly. The
findings are supported by Aziz et al. (2000) in which crises in emerging market
economies tend to be more severe than crises in industrial countries. Moreover, short-
term external debt is not only a significant determinant of output costs in both periods

but also a determinant of the probability of currency and banking crises from the 1990s
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onward. This also suggests that the balance sheet effects have become more disruptive
these days.

Regarding policy implications, it is obvious that knowing both causes and costs
of crises provides a more comprehensive picture of what a country is vulnerable to.
Relying on long historical data may provide a misleading conclusion because of the
changing nature of crises. In the post-1990 period, the severity of crises depends on the
maturity and currency compositions of external debt rather than trade-related
vulnerabilities as in the previous period. Therefore, emerging market economies should
avoid accumulating foreign currency debt particularly short-term in order to reduce
risks of crises. The fiscal sector may not consistently play an important role in the
occurrence of crises, however, once crises have occurred, the costs of crises would
depend significantly on the fiscal sector. This emphasizes the importance of sound
government debt management and resolution policies in determining the depth of

crises.
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Table 3.1: Estimated Output Losses of Currency Crises

Country Date of Crisis Duration (years) * Losses in Output Losses in Output Level
Growth (%) (%)
Argentina 1982 1 7.85 14.03
1989 2 15.38 10.20
Brazil 1982 2 10.49 37.55
1985 0 0.00 0.00
1998 2 6.34 1.72
2002 - 0.81 0.59
Chile 1982 2 28.49 28.07
1985 0 0.00 0.00
1999 - 15.54 12.60
China 1981 1 3.83 0.00
1986 3 7.90 0.00
1989 3 14.6 1.52
1992 0 0.00 0.00
1994 - 30.80 0.00
Colombia 1983 1 0.85 991
1995 - 23.25 0.00
Hungary 1990 4 25.33 19.85
India 1990 4 10.57 0.00
Indonesia 1983 0 0.00 0.28
1986 3 1.48 0.12
1997 - 44.81 29.85
Israel 1983 3 597 2.88
1988 2 7.39 1.13
Korea 1983 0 0.00 0.00
1986 0 0.00 0.00
1997 2 18.67 11.38
Malaysia 1982 3 3.78 7.48
1985 3 14.53 7.19
1992 1 0.32 0.00
1994 1 0.23 0.00
1997 - 43.11 15.20
Mexico 1982 3 28.92 92,70
1985 2 335 26.60
1990 0 0.00 0.00
1994 2 9.49 372
Philippines 1983 4 25.59 43.42
1990 6 20.56 0.00
Poland ° 1989 n/a n/a n/a
Russia 1998 1 3.19 0.00
Thailand 1980 7 21.58 33.32
1997 - 44.35 32.09
Turkey 1981 0 0.00 1.03
1983 0 0.00 0.00
1991 1 2.95 032
1994 1 10.44 4.12
2001 1 941 7.92
Venezuela 1984 0 0.00 3.77
1986 0 0.00 0.00
1989 1 13.87 4.16
1994 3 14.66 11.73
2002 - 17.35 16.23
Average 1.8 11.36 9.85

# Duration of crises is when output growth returned to its trend. (-) indicates that at the end of sample period, a crisis
has not yet returned to its trend.
® Data on GDP is not available.
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Table 3.2: Estimated Output Losses of Sudden Stops

Country Date of Crisis Duration (years) * Losses in Output Losses in Output
Growth (%) Level (%)
Argentina 1989 2 15.38 10.20
2001 2 15.09 21.79
Brazil 1983 1 5.16 19.67
2002 0 0.00 0.59
Chile 1982 1 17.51 28.07
1983 1 4.64 8.84
1991 0 0.00 0.00
1998 - 32.86 11.96
Czech Republic 1996 0 0.00 0.00
1997 6 16.53 0.00
2003 0 0.00 0.00
Hungary 1990 4 2533 19.85
1994 0 0.00 1.79
1996 0 0.00 0.00
Indonesia 1997 - 44.81 29.85
Israel 1983 3 597 2.88
1988 2 7.39 1.13
1998 2 441 2.47
Korea 1997 2 18.67 11.38
Malaysia 1987 0 0.00 0.00
1994 1 0.23 0.00
1997 1 2.36 15.02
1998 - 36.52 17.04
Mexico 1982 13 95.80 92.70
1995 1 9.56 3.66
Philippines 1983 4 25.59 43.42
1997 0 0.00 0.00
1998 - 11.50 0.00
Poland ° 1981 n/a n/a n/a
1994 0 0.00 0.00
Thailand 1997 - 44.35 32.08
Turkey 1994 1 10.44 4.12
2001 1 9.41 7.92
Venezuela 1980 6 27.75 58.01
1994 3 7.70 11.73
Average 2.0 14.56 13.42

? Duration of crises is when output growth returned to its trend. (-) indicates that at the end of sample period, a crisis
has not yet returned to its trend.

b Data on GDP is not available.
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Table 3.3: Estimated Output Losses of Banking Crises

Country Date of Crisis Duration (years) * Losses in Output Losses in Output
Growth (%) Level (%)
Argentina 1980 6 3330 14.70
1989 2 15.38 10.20
1995 2 13.11 0.00
2001 2 15.09 21.79
Brazil 1990 3 10.03 12.11
1994 0 0.00 0.00
Chile 1981 8 39.56 35.65
China 1998 - 9.20 0.00
Colombia 1982 4 6.68 21.58
Czech Republic ° 1991 n/a n/a n/a
Hungary 1991 2 13.07 15.79
India 1993 0 0.00 0.00
Indonesia 1994 1 0.26 0.00
1997 - 44.81 29.85
Israel 1980 0 0.00 0.00
Korea 1997 2 18.67 11.38
Malaysia 1985 3 14.53 7.19
1997 - 42.66 15.20
Mexico 1981 13 92.28 85.54
1994 2 9.49 3.72
Philippines 1981 7 35.23 59.97
1998 2 7.65 0.00
Poland 1991 n/a n/a n/a
Russia 1995 0 0.00 9.62
1998 1 3.19 0.00
Thailand 1983 0 0.00 2.02
1997 - 44.35 32.09
Turkey 1982 0 0.00 0.00
1994 1 10.44 4.12
2000 2 9.47 6.71
Venezuela 1980 6 27.75 58.01
1994 3 14.66 11.73
Average 2.8 17.70 15.63

# Duration of crises is when output growth returned to its trend. (-) indicates that at the end of sample period, a crisis
has not yet returned to its trend.
® Data on GDP is not available.
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Table 3.4: Descriptive Statistics

Variable Obs Mean Std. Dev. Min Max
Currency crisis

Losses in output growth 50 15.02494 25.75548 0 171.32
Losses in output level 50 9.853432 16.61215 0 92.69862
Overall balance.y 45  -2.433096 3.115434  -13.51099 2.91403
Foreign currency denominated

public debt.y 48 46.98213 30.53502 .0001508 100
Short-term external debt. 43 8.339053 6.088071 1.457484 30.49261
Current account balancey.;, 48 -3.62211 4.001356  -14.49845 5.742569
Real exchange rate 47 89.97286 294.7485 -181.9028 1924.408
overvaluation. 47 4.471888 12.3118 -24.6181 46.99554
Domestic credit growth. 49 4922555 31.20842 14.29298 157.9414
Trade openness. 1 49 4.387755 2.148801 1 7
Constraint on executive.y

Sudden stop 34 17.97779 30.50388 0 171.32
Losses in output growth 34 13.42241 19.77773 0 92.69862
Losses in output level 31 -1.820345 3.380145  -10.48326 2.91403
Overall balance.)

Foreign currency denominated 31 45.9906 29.82707 .0102031 100
public debt. 29 190.3882 262.757 25.50996 1275.686
Short-term external debt., 33 -5.165369 3.159892  -14.49845  -.7532831
Current account balancey.ry 33 67.5384 335.6901 -42.27343 1924.408
Real exchange rate 33 4221185 15.87417 -24.6181 72.53264
overvaluation 33 66.79902 35.64033 15.74346 179.9059
Domestic credit growth.p, 33 5.484848 1.970425 1 7

Trade openness.)
Constraint on executive.y

30 19.87535 29.74734 0 157.6849
Banking crisis 30 15.63224 20.77632 0 85.53683
Losses in output growth 27 -1.52029 3.281298 -11.4122 5.486739
Losses in output level
Overall balance. 26 54.20582 35.17618 .0001793 100
Foreign currency denominated 26 8.986847 5.942656 1.457484 26.262
public debt., 27  -2.268343 2.91808  -8.086056 3.880008
Short-term external debt., 27 109.9182 388.3326 -38.6349 1924.408
Current account balance.i) 24 5.806508 13.87317 -24.6181 37.97872
Real exchange rate 27 50.10234 33.29823 13.24375 157.9414
overvaluationg. 27 4.62963 2.096667 1 7
Domestic credit growth )
Trade openness. 1
Constraint on executiveg.;)
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CHAPTER FOUR

Fiscal Costs of Banking Crises and Crisis Management Policies

4.1 Introduction

In the last few decades, many emerging market countries have experienced
banking crises which caused disruption to financial institutions’ operation and imposed
substantial costs on the economy. Banking crises tend to result in higher output costs
than those for other types of crises. The empirical results from the previous chapter
estimated that, on average, output costs of recent banking crises, currency crises, and
sudden stops are 15.63, 9.85, and 13.42 percent respectively. It is not evident that
output costs of banking crises have become larger than those in the past. In fact, Bordo
et al. (2001) show that the average GDP loss of banking crises during 1973-1997 is
smaller than that in the earlier periods. However, there is evidence that a number of
banking crisis episodes have significantly increased, especially in the last decade.
Since 1980, there have been 163 episodes of banking crises in which 106 episodes
occurred in the 1990s and the early 2000s'°.

Banking crises can impose not only output costs but also fiscal costs on the
economy. The latter arise from using public funds in the resolution of the financial
system difficulty. Fiscal costs can be as small as less than one percent of GDP in the

case of nonsystemic or small banking crises. However, in the case of systemic or more

19 Statistics on banking crisis episodes are based on Caprio and Klingebiel (2003)
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severe banking crises, fiscal costs can be very expensive and in some cases have
accounted for more than 50 percent of GDP.

The existing literature on fiscal costs focuses on the role of crisis management
policies in determining the size of fiscal costs. Their findings favor using strict rather
than accommodating policies to resolve crises. Honahan and Klingebiel (2003), IMF
(2003), and Claessens et al. (2004) find no evidence that accommodating policies such
as explicit and implicit guarantees, liquidity support, and forbearance adopted by
government during crises reduce fiscal costs. In fact, these policies, especially liquidity
support, tend to be associated with higher fiscal costs.

Crisis management policies are established with the purpose of restoring
investor and depositor’s confidence in the financial system and facilitating the
economic recovery. However, these policies often result in moral hazard incentives,
thus encouraging banks and financial institutions to engage in excessive risk taking
activities. Furthermore, allowing insolvent banks and financial institutions to continue
their operation facilitates the financing to loss-making borrowers and allow banks’
owners to engage in looting (Akerlof and Romer, 1993). As a result, these resolution
policies can lead to an increase in the severity and fiscal costs of banking crises rather
than reducing them. There has been a question whether incurring fiscal costs help
reduce the adverse effect of banking crises on the economy, in other word whether
there is a trade-off between fiscal costs and output costs. However, empirical results by
Honahan and Klingebiel (2003) and Claessens et al. (2004) show that such a trade-off

rarely exists. They find that output costs are not reduced by higher fiscal costs. In fact,
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accommodating policy, namely liquidity support appears to increase both fiscal costs
and output costs of banking crises. However, some studies such as Hoggart et al.
(2005) investigate the effect of explicit deposit insurance schemes which is ex ante
crisis management policy on fiscal costs and output costs and find weak evidence that
explicit deposit insurance generates a trade-off between fiscal costs and output costs.

The purpose of this chapter is to investigate the effectiveness of crisis
management policies on fiscal costs and output costs of banking crises in emerging
market economies. The analysis uses cross-sectional data for 24 banking crisis
episodes'' in 19 emerging market economies during the period of 1980-2003. Unlike
other studies, this dissertation finds that some crisis management policies are in fact
successful in reducing fiscal costs of banking crises in emerging market economies.
Implicit government guarantees and forbearance are associated with lower fiscal costs,
while liquidity support tends to increase fiscal costs substantially. Moreover, this
dissertation finds that crisis management policy that is likely to decrease fiscal costs
tends to decrease output costs as well. The results on crisis management policy choice
in which not all accommodating policies contribute to higher fiscal costs are in contrast
with other empirical studies. This is because this dissertation focuses on emerging
market economies which tend to have different characteristics than developed
countries, and therefore the effectiveness of these resolution policies tends to be
different. Furthermore, this dissertation takes account of different initial

macroeconomic and financial sector conditions, This dissertation finds that the

' A number of banking crisis episodes is based on the availability of data on crisis management policy.
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magnitude of fiscal costs is significantly affected by real exchange rate appreciation.
The results underline the importance of initial conditions when considering the
effectiveness of crisis management policies.

This chapter proceeds as follows. Section 4.2 discusses the nature of fiscal
costs of banking crises. Section 4.3 reviews the literature on the determinants of fiscal
costs. Section 4.4 presents empirical methodology and data used in this chapter.
Section 4.5 reports the empirical results of the determinants of fiscal costs and
discusses the effect of crisis management policies on fiscal costs and output costs.

Section 4.6 concludes the chapter and discusses policy implications

4.2 Fiscal Costs of Banking Crises: Overview

Banking crises are different from other types of crises because they incur not
only output losses but also fiscal costs of bailing out a financial system. Fiscal costs or
resolution costs reflect fiscal outlays involving in financial system restructuring,
recapitalization and bailout costs made to depositors and creditors due to government’s
implicit or explicit guarantees. A government incurs fiscal costs with the aim of
restoring investor’s confidence in a financial system to minimize the effect of crises on
the economy and allowing financial institutions to function during rehabilitation and
restructuring phase. However, these fiscal costs can bring about deadweight losses
through increasing taxation due to a transfer of financial sector’s liabilities to the

public sector.
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Data on fiscal costs is difficult to obtain because there is no common way to
estimate the costs. According to Honohan and Klingebiel (2003), estimates of fiscal
costs are typically based on some of the following criteria. First, defaults on liquidity
loans by the monetary authority to an insolvent bank. Second, a cost of bond or equity
used to purchase loan portfolio of an insolvent bank in order to restore its capital.
Third, capitalized value of subsidized lending to an insolvent bank or to its borrowers.
Fourth, a cost of payment to depositors and other claimants including foreign creditors.
It is noteworthy that fiscal costs do not include costs borne by depositors and
borrowers in the form of wider interest rate spreads which is a result of banks trying to
compensate for bad loans that were left on their balance sheets. Furthermore, fiscal
costs do not include costs arising from indirect methods of bailing out banks. An
example of this type of cost is granting borrowers some monopoly privilege by a
government or other means to improve their profits, and thus repay their loans'?.

Table 4.1 presents estimates of fiscal costs of selected banking crises since the
late 1970s reported by Caprio and Klingebiel (2003). The average fiscal cost of
banking crises is 15.7 percent of GDP. However, some crises, for example Argentina
in 1980 and Indonesia in 1997, have resulted in fiscal costs of more than 50 percent of
GDP. Honohan and Klingebiel (2003) estimate the cumulative fiscal costs of
developing countries as a group and conclude that these countries have endured fiscal
costs of over US § one trillion. These costs will directly affect their fiscal budgets and

ultimately taxpayers.

12 The exclusion of fiscal costs are from Honohan and Klingebiel (2003) and Caprio and Klingebiel
(2003).
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Fiscal costs tend to be higher in emerging market economies than in developed
countries. On average, fiscal costs in emerging market economies and developed
countries are 18.6 and 12.8 percent of GDP respectively. One plausible explanation of
higher fiscal costs in emerging market economies is that the banking system is
relatively more important in emerging market economies than in developed countries.
According to the data on composition of finance provided by Eichengreen and
Luengnaruemitchai (2004), the share of domestic credit provided by the banking sector
relative to other sources of finance is higher in emerging market economies (50.74
percent of total) than in developed countries (45.92 percent of total). Furthermore,
within emerging market economies, Asian countries which tend to rely more on banks
also incur higher fiscal costs than the rest of emerging market economies. The average
fiscal costs for the Asian crisis are 20.51 percent of GDP compared with 20.07 and
12.78 percent of GDP for Latin America and other emerging market economies
respectively. In addition to the importance of a banking system, Hoggart et al. (2002)
suggest that the difference of fiscal costs between emerging markets and developed
countries may be a result of higher non-performing loans and lower quality of banking
regulatory systems in emerging markets than developed countries.

A significant part of the costs of banking crises cannot be explained by
macroeconomic indicators. This is because the costs of banking crises, especially fiscal
costs, are greatly influenced by how governments respond to the crises, i.e. crisis
management or resolution policies. Resolution policies are adopted with the purpose of

reducing the adverse effects of banking crises on the economy or preventing a bank run
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from becoming a systemic banking crisis. However, poor resolution policies can lead
to an increase in the severity of banking crises rather than reduce it. Many empirical
studies on fiscal costs have attempted to investigate whether resolution policies help
reduce output costs of banking crises, in other words whether there is a trade-off
between fiscal costs and output costs. Their results do not show any evidence
supporting this view. Honohan and Klingebiel (2003) find that liquidity support to
financial institutions tends to increase both fiscal costs and output costs of banking
crises. Claéssens et al. (2004) and Boyd et al. (2004) investigate the effect of fiscal
costs on output costs and conclude that fiscal costs are positively correlated with
output costs of banking crises.

Nevertheless, there is evidence that some crisis management policies can
reduce output costs of banking crises. Hoggart et al. (2005) investigate the roles of
deposit insurance and find weak evidence that a country faces a trade-off between
output costs and fiscal costs when designing safety nets. Their results show that the
coefficient on unlimited deposit insurance in fiscal costs and output costs regressions,
though not statistically significant, are positive and negative respectively, suggesting
that a country with unlimited explicit deposit insurance tends to have lower output
costs but at the expense of higher fiscal outlays. Moreover, Hutchison and McDill
(1998) and Angkinand (2005) investigate the roles of deposit insurance on output costs
and find that deposit insurance reduces the magnitude of output losses by preventing a

run on banks once crises had occurred.
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4.3 Literature Reviews on the Determinants of Fiscal Costs

Most of the empirical literature on fiscal costs has focused heavily on whether
fiscal costs can be attributed to crisis management policies and what type of resolution
policy measures are most successful in reducing the economic costs. Less attention has
been paid to other contributing factors. However, drawing on the literature on banking
crises provides an idea of how fiscal costs are influenced. In general, fiscal costs of
banking crises can be influenced by crisis management policies, initial macroeconomic

and financial sector conditions, and the quality of institutions.

4.3.1 Crisis Management Policies

The first and major attempt to investigate the role of crisis management policies
and fiscal costs of banking crises was made by Honohan and Klingebiel (2000). Their
subsequent work (Honohan and Klingebiel, 2003) focuses more on the choice between
an accommodating and strict crisis management policy. Both studies show that certain
crisis management policies, namely unlimited deposit guarantees, open-ended liquidity
support, repeated recapitalization, debtor bail-outs, and regulatory forbearance tend to
significantly increase fiscal costs. These resolution policies have been adopted by
governments in each phase of banking crises with different purposes. During the first
or containment phase when a banking crisis is still unfolding, a government tends to
implement policies aimed at delaying crisis recognition and maintaining public
confidence in order to reduce the effect of the crisis on the economy. In this phase,

liquidity support and blanket guarantee policies have generally been used. Liquidity
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sﬁpport is often adopted because, at the first stage of a banking crisis, there is liquidity
pressure which requires a government to extend liquidity support to allow illiquid
banks to maintain their cash obligations and to continue its operation. Furthermore, in
order to prevent loss of confidence which could trigger a bank run and a more harmful
crisis, an explicit guarantee to depositors and creditors by a government will be
enforced. In the second phase of managing crises or rehabilitation and restructuring
phase, a government implements a number of policies in order to restore the capital
position of banks and financial institutions and to resolve their non-performing assets.
Forbearance, repeated recapitalization, asset management companies, and public debt
relief are the examples of resolution policies that are often adopted in this phase.
Forbearance and repeated recapitalization policies allow banks and financial
institutions that are technically insolvent to continue its operation with the intention of
avoiding widespread suspensions and bank closures and restoring solvency. Asset
management companies and public debt relief program are established with the
purpose of allowing banks and financial institutions to focus on their core business
activity by letting governments or other agency manage their non-performing loans.

Empirical studies on fiscal costs and resolution policy have focused particularly
on liquidity support, government guarantees, and forbearance because these three
policies are commonly adopted by governments and are indicative of whether an
accommodating or strict resolution policy is being used. A government that adopts
unlimited deposit guarantees, open-ended liquidity support, and large-scale

forbearance is considered to have an accommodating approach to banking crises, while
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a government that adopts limited or no deposit guarantee, limited liquidity support, and
no forbearance is considered to have a strict approach. Honohan and Klingebiel (2003)
and Claessens et al. (2004) find that accommodating policies, especially liquidity
support, increase fiscal costs considerably. Moreover, these accommodative policies do
not appear to reduce output losses or result in faster economic recovery.

Most of crisis management policies considered in empirical studies is ex post
measure which is introduced once a crisis occurs. However, some studies consider the
effect of ex ante policy such as deposit insurance schemes and find that they tend to
reduce output losses. Deposit insurance is a financial safety net established to maintain
depositors’ confidence in a financial system in the time of financial distress and
prevent a depositor run. The effect of deposit insurance on the economy and a financial
system is unclear. On one hand, deposit insurance helps reduce or prevent a run by
depositors. On the other hand, deposit insurance can increase the likelihood of crises
through generating incentives for banks and financial institutions to engage in
excessive risk taking activities. Hoggart et al. (2005) investigate the effect of different
types of deposit insurance schemes on fiscal costs and output losses. Although their
results indicate that deposit insurance schemes are not a significant determinant of
fiscal costs and output losses in most regressions, they find weak evidence that
unlimited deposit insurance schemes appear to reduce output losses, while limited
deposit insurance schemes tends fo do the opposite. They explain that unlimited
deposit insurance schemes reduce incentives for depositors to run when a banking

system is fragile, and thus reducing the likelihood of a severe banking crisis. However,
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there is a trade-off as well. A country with unlimited deposit insurance schemes incurs
higher fiscal costs and is more likely to experience a crisis due to the moral hazard
problem. A country with limited deposit insurance schemes, on the other hand, tends to
have higher output losses because more losses are allowed to fall on depositors, but it
is less likely to experience a crisis and incur lower fiscal costs than a country with
unlimited coverage. Angkinand (2005) examines the roles of deposit insurance on
output costs and fiscal costs and finds that deposit insurance reduces the magnitude of
output losses by preventing a run on banks once crises had occurred. She shows that
the benefits of deposit insurance schemes through reducing output losses tend to
outweigh the adverse effect of moral hazard. She also finds that having deposit
insurance schemes in place appears to reduce fiscal costs of crises. However, the result

is not statistically significant at conventional levels.

4.3.2 Initial Conditions

In addition to resolution policies, fiscal costs of banking crises are also
influenced by initial macroeconomic and financial sector conditions. Demirgii¢c-Kunt
and Detragiache (1997) show that fiscal costs can be explained by several
macroeconomic and financial variables such as the real interest rate, inflation, GDP
growth, terms of trade changes and the share of credit to the private sector. Honohan
and Klingebiel (2003) examine a variety of micro and macroeconomic indicators that
are likely to affect fiscal costs including the real interest rate, real GDP growth, change

in stock market prices, fiscal balance, current account balance, short-term external
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debt, a change in terms of trade, some government intrusion indicators, and indicators
of the regulatory and management environment affecting bank management. However,
only the real interest rate and change in equity prices are consistently found to be
significant. High real interest rates reflect tight monetary policy prior to a crisis and
falling equity prices tend to increase fiscal costs. Moreover, Hoggart et al. (2002) and
IMF (2003) find that a country that experienced a twin crisis appears to have higher
fiscal costs than a country that experienced a banking crisis alone.

Some studies on fiscal costs focus on weaknesses in a financial system as a
source of vulnerability to various shocks and increasing costs of banking crises. They
argue that fiscal costs are likely to be greater the larger size of a financial system, the
greater credit risk exposure, the faster credit expansion prior to the crisis, and the
higher the share of the state in a banking system (IMF, 2003). These initial conditions
of a financial system can be measured by the ratio of bank credit to GDP, the ratio of
private sector credit to deposits, and an increase in the ratio of credit to GDP
respectively. Nevertheless, the significance of these financial variables varies across

empirical studies.

4.3.3 Quality of Institutions

Demirgii¢-Kunt and Detragiache (1997) was the first study that considers the
role of institutions on fiscal costs of banking crises. They find that an effective legal
system proxied by law and order is likely to reduce fiscal costs. The major contribution

to the role of institutions on fiscal costs has been made by Claessens et al. (2004). They
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investigate a relationship between fiscal costs and output losses and how this
relationship depends on resolution policies and institutional characteristics. They use
three indicators, namely quality of institutions, corruption, and judicial efficiency to
capture a country’s institutional and legal environment. The first institutional indicator
is developed by Kaufman, Kraay, and Zoido-Lobatan (1999), while the last two
indicators are from La Porta et al. (1998). Their results underline the role of institutions
in reducing fiscal costs and accelerating an economic recovery. Higher fiscal costs due
to adopting resolution policies are not associated with lower output losses and faster
recovery. Better institutions, on the other hand, help reduce fiscal costs and output
losses and speed up the recovery. They suggest that a country should adopt strict rather
than accommodating policies to resolve a crisis. Moreover, they point out that
managing banking crises in emerging market economies tends to be much different and
more difficult than that in developed countries because of their weaker institutions.

In summary, the empirical literature on fiscal costs of banking crises focuses on
the role of crisis management policies in influencing fiscal costs and how they work in
reducing economic losses. Empirical results provide strong evidence that ex post
policies increase both fiscal costs and output losses. Some studies include
macroeconomic variables in the model to ensure that the exclusion of these variables
does not bias the result of resolution policy variables rather than attempt to explain
fiscal costs by these variables. However, some of these variables have proven to be an

important determinant of fiscal costs. A few studies also investigate the role of
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institutions in determining fiscal costs and output costs and find that quality of

institutions does matter.

4.4 Empirical Methodology and Data

4.4.1 Methodology

To examine the implications of different types of crisis management policies on
fiscal costs and output costs, ordinary least square (OLS) is employed. This method
has generally been used in empirical literature on fiscal costs (Demirgiig-Kunt and
Detragiache, 1997, Honohan and Klingebiel, 2003, Claessens et al., 2004, and Hoggart
et al., 2004) to estimate the effect of policies and macroeconomic variables on fiscal
costs and output costs of banking crises. Methodology and data employed in this
chapter are the same for both fiscal cost and output cost regressions. This allows direct
comparison of the results. This dissertation also takes account of the role of initial
macroeconomic and financial sector conditions because the effectiveness of crisis
management policies depends on initial conditions and shocks. The model can be
expressed as follows:

Cost; = o+ BiXki + &

where Cost; is estimated fiscal costs or output costs of crisis i, Px is the
coefficient of k™ explanatory variable, X is a vector of explanatory variable, ¢ is the

normally distributed error term.
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4.4.2 Data

Fiscal Costs of Banking Crises

Data on fiscal costs are from Caprio and Klingebiel (2003). Fiscal cost is the
estimated net present value of the budgetary costs of the crisis based on official or
expert assessments, expressed as a percentage of GDP. The fiscal cost includes both
fiscal and quasi-fiscal outlays for financial system restructuring, including the
recapitalization cost for banks, bailout costs related to covering depositors and
creditors and debt relief schemes for bank borrowers (Honohan and Klingebiel, 2003).
The sample consists of 24 banking crisis episodes in 19 emerging market economies'

during the period 1980-2003.

Output costs of Banking Crises

Output costs are estimated using both GDP growth and GDP level methods.
The GDP growth method is used by IMF (1998), Aziz et al. (2000), Honohan and
Klingebiel (2003), and Claessens et al. (2004). The GDP growth losses are estimated
by adding up the difference between the actual GDP growth rate and the potential GDP
growth trend in the years following the crisis until the time when the actual GDP
growth returned to its trend. The potential GDP growth trend is defined as the average
of GDP growths in the three years prior to a crisis.

The GDP level method is used by Bordo et al. (2001), Hoggarth et al. (2002),

Mulder and Rocha (2001), and Angkinand (2005). The GDP level losses are calculated

13 Argentina, Brazil, Chile, China, Colombia, Czech Republic, Hungary, India, Indonesia, Israel, Korea,
Malaysia, Mexico, the Philippines, Poland, Russia, Thailand, Turkey, and Venezuela.
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by summing up the difference between the actual GDP level and the potential GDP
trend over the crisis period. For the potential GDP level trend, the HP filter is applied
to GDP levels from the beginning of the sample period up to each crisis year. Then
GDP level trend is assumed to grow at a constant rate of the average three-year pre-
crisis growth rates of the HP filter estimates. In the case that the average three-year
pre-crises growth rates is a negative value, the GDP level trend is then assumed to be
constant from the crisis year onward. This prevents the potential output level trend

from declining over time.

Crisis Management Policy Variables

Datasets on the crisis management policies are provided by Honohan and
Klingebiel (2000), Honohan and Klingebiel (2003), Claessens et al. (2004), and
Demirgiic-Kunt et al. (2005). Dummy variables are used to characterize the main
components of a crisis management policy. A policy variable that takes on a value of 1
indicates when a more relaxed measure or accommodating policy is chosen. This
dissertation focuses on the following six crisis management policy variables that are
frequently adopted by governments and used in empirical studies.

Explicit Government Guarantee

An explicit guarantee dummy variable takes a value of 1 if a government issued
an explicit blanket guarantee to depositors and creditors during a crisis and 0

otherwise.
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Implicit Government Guarantee

An implicit government guarantee is considered to be in place if deposits of
state-owned institutions account for more than 75 percent of total banking deposits and
a government has not issued an explicit guarantee. In this case, the variable is given a
value of 1 and 0 otherwise.

Liquidity Support

This variable indicates whether a government provided open-ended and
extensive liquidity support to banks and financial institutions regardless of their
financial position. The variable takes a value of 1 if liquidity support was provided for
longer than 12 months and the overall support is greater than total banking capital.

Forbearance Type A and Type B

Forbearance type A is a situation when insolvent banks are allowed to continue
their operation without any restrictions for at least a 12 months period. Forbearance
type B indicates whether other bank regulations, particularly loan classification and
loan loss provisioning, are suspended or not fully enforced for at least a 12 months
period. The forbearance type A and type B variable take a value of 1 if a government
adopted forbearance type A and type B policies respectively and 0 otherwise.

Explicit Deposit Insurance

Explicit deposit insurance dummy takes a value of 1 if a government adopted
explicit deposit insurance schemes prior to or in the first year of a banking crisis and 0

otherwise.
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Macroeconomic and Financial Variables

Initial macroeconomic and financial sector conditions are important factors that
make fiscal costs of banking crises different across countries. Although not many
macroeconomic and financial variables are included in empirical studies on fiscal costs
because only a few of them are found to be significant and fiscal costs are rather
influenced by crisis management policies, there are still much more variables to
explore.

This dissertation uses real exchange rate appreciation and openness to capture
initial macroeconomic conditions. These two variables have never been used in
empirical studies on fiscal costs. The former may reflect an initial exchange rate shock.
A high degree of real exchange rate appreciation means a country will experience a
large swing of real exchange rate following a devaluation, thus increasing the size of
currency mismatches of banks’ balance sheets and the amount of potential bailout by a
government. Openness, on the other hand, helps reduce the size of real exchange rate
swing after a devaluation, thus reducing the size of potential bailout that may worsen
fiscal balance (Calvo et al., 2002).

Some studies suggest that the size of fiscal costs depends on the size of the
financial system (IMF, 2003 and Boyd et al., 2004). Furthermore, emerging market
economies where a banking system is important tend to have high fiscal costs.
Therefore, the ratio of bank credit to GDP and the ratio of private credit provided by
deposit money banks to GDP are used to capture the size of a financial system and

financial intermediation respectively. The latter indicates the degree to which banks
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perform the financial intermediation function for the private sector which can be used
as a proxy of relative importance of a banking system in a country. All macroeconomic
variables are lagged one year in to order to capture initial conditions prior to crises and
avoid endogeneity problems. Data on these macroeconomic and financial variables are
from International Financial Statistics, World Development Indicators, and Beck et al.

(2000). A complete list of data descriptions and sources are reported in Table 4.2.

4.5 Empirical Results

Regression results of determinants of fiscal costs are presented in Table 4.5.
The findings provide interesting information regarding crisis management policy
choice. Fiscal costs can be mainly explained by crisis management policies and initial
conditions of a country. Explanatory variables employed in this dissertation can
explain between 78 percent and 95 percent of the variation in fiscal costs in emerging
market economies. This is outstanding compared to other studies'®. One of the main
findings is the role of real exchange rate appreciation in determining fiscal costs.
Coefficients on real exchange rate appreciation are positive and significant at the 1
percent level in all regressions suggesting that a country with real exchange rate
appreciation is more likely to have high fiscal costs. As mentioned earlier, a high
degree of real exchange rate appreciation will increase the risk of drastic changes of
real exchange rates following a devaluation, thus increasing the risk of currency

mismatches of banks’ balance sheets and the size of potential bailout by a government.

' Honohan and Klingebiel (2003), IMF (2003), Claessens et al. (2004), and Hoggarth et al. (2005) find
that their models can explain 60%-80%, 40%-56%, 17%-58%, and 8%-18% of the variation in fiscal
costs respectively.
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Coefficients on openness are ambiguous. However, they are not statistically significant
at conventional levels. For financial sector variables, there is evidence that fiscal costs
are significantly determined by initial financial conditions. Coefficients on domestic
credit and private credit to GDP are positive in all regressions but significant only
when the explicit deposit insurance variable is controlled for. This suggests that when
explicit deposit insurance schemes are in place, it is the size and relative importance of
the banking sector in a country that determine the amount of government bailouts of
depositors. Without deposit insurance schemes, these two financial variables are not
significant even if other crisis management policies are controlled for.

Regarding crisis management policy variables, liquidity support is consistently
found to be a significant determinant of fiscal costs. The positive coefficient on
liquidity support indicates that open-ended or extensive liquidity support provided by a
government to banks and financial institutions is associated with higher fiscal costs.
The result is consistent with Honohan and Klingebiel (2003), IMF (2003), and
Claessens et al. (2004) who find that accommodating policies especially liquidity
support tend to add substantially to fiscal costs. The adverse effect of liquidity support
is evident in the Asian crisis in 1997, particularly for Indonesia which incurred the
highest fiscal costs of 55 percent of GDP. According to Bordo et al. (2001), the
government of Indonesia issued an estimated US $ 16 billion of liquidity support to
banks and financial institutions which account for 24 percent of GDP.

The results in Table 4.5, however, show that not all accommodating policies

contribute to higher fiscal costs. Implicit government guarantees and forbearance
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appear to reduce the size of fiscal costs. The results are confirmed by the fact that the
top ten emerging market countries that have incurred the highest fiscal costs except for
Argentina did not have implicit government guarantee and, in some cases, forbearance
in place (Table 4.4). Negative coefficients on forbearance are consistent with Keefer
(2004) who suggests that greater insolvency due to forbearance policy does not imply
higher fiscal costs since governments can choose not to bailout these insolvent banks
and their creditors.

The magnitude of fiscal costs depends significantly on crisis management
policies. Liquidity support and implicit government guarantees have the largest effect
on fiscal costs. Countries that governments provide liquidity support during crises are
likely to have higher fiscal costs than those ‘that do not have liquidity support by 16 to
27 percent of GDP while countries that have implicit government guarantees in place
tend to have lower fiscal costs by almost the same magnitudes. It is noteworthy that the
estimated coefficients on liquidity support and implicit government guarantees become
larger when deposit insurance variables are included in the regressions. This suggests
that the extent of the impact of these crisis management policies on fiscal costs also
depends on ex ante policies. Real exchange rate appreciation which is consistently
found to be a significant determinant of fiscal costs contributes only marginally to the
magnitude of fiscal costs. A ten percent increase in real exchange rate appreciation
increases the magnitude of fiscal costs by about 0.1 to 0.2 percent of GDP.

The main findings on crisis management policies are in contrast Honohan and

Klingebiel (2003), IMF (2003), and Claessens et al. (2004) who find that
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accommodating policies tend to increase fiscal costs. One explanation of the difference
is that these studies do not distinguish between crises in developed countries and
emerging market economies. As pointed out by Claessens et al. (2004), managing
banking crises in emerging market economies tends to be much different and more
difficult than that in developed countries. Therefore, adding both groups of countries
together may provide misleading conclusions. However, focusing only on emerging
market economies also has a disadvantage because the numbers of observations will be
reduced. Given that the sample size of fiscal costs is already small, these results should
be interpreted with caution.

Another explanation of the difference is that the effectiveness of crisis
management policies depends on initial macroeconomic conditions. Controlling for
different initial conditions may result in different conclusions regarding policy choices.
Unlike other studies, this dissertation takes into account the role of real exchange rate
appreciation which has been an important source of vulnerability in emerging market
economies. Real exchange rate appreciation can increase vulnerability of the banking
sector through a loss of competitiveness of the economy. A loss of competitiveness due
to real exchange rate appreciation can weaken exports and economic performance
which can lead to business failures and a decline of loan quality, thus increasing
vulnerability of the banking sector. In this case, having implicit guarantees in place
before crises might help prevent a bank run, and thus reducing the bailout costs.

Table 4.6 presents regression results of the effect of crisis management policies

on output costs of banking crises. None of the crisis management policies are
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significant in both output growth and output level regressions except for liquidity
support and explicit deposit insurance. Similar to fiscal costs, the magnitude of output
costs is largely influenced by crisis management policies. Positive coefficients on
liquidity support of 31.6367 (Table 4.6, Column 6) are significant, suggesting that
countries that governments provide liquidity support to banks and financial institutions
during crises tend to have higher output costs by about 31.64 percent than those that do
not have liquidity support in place. On the other hand, negative coefficients on deposit
insurance suggests that adopting explicit deposit insurance tends to reduce the output
costs of banking crises. The estimated coefficient on explicit deposit insurance of
22.6218 indicates that a country that has deposit insurance schemes in place will have
a lower output costs by 22.62 percent of GDP than those that do not have the schemes
in place. In terms of a trade-off between fiscal costs and output costs of crises, there is
no clear evidence whether crisis management policies that tend to increase (decrease)
fiscal costs are likely to decrease (increase) output costs. In fact, countries that have
liquidity support in place appear to have higher output losses. Moreover, the signs of
all crisis management policies except for liquidity support and forbearance type A are
negative, though not statistically significant, indicating that adopting these policies
might help reduce output losses. This finding is consistent with Bordo et al. (2001),
Honohan and Klingebiel (2003), and Boyd et al. (2004) who find a negative
relationship between output losses and crisis management policies, namely government

guarantees and forbearance.
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Regarding initial macroeconomic and financial sector conditions, countries
with real exchange rate appreciation and greater importance of bank intermediation
tend to have higher output losses. The ratio of domestic credit to GDP or the size of the
banking sector is also tested but its coefficient is not statistically significant, suggesting
that the size of the banking sector is less important than banks’ function as financial
intermediaries to determine output losses.

Table 4.7 presents the results of controlling for different condition during
crises. Column 1 and 2 compare the effect of real exchange rate appreciation with
subsequent depreciation'® on fiscal costs. The results show that the coefficient on
depreciation is also positive and statistically significant at the 1 percent level. The
magnitudes of coefficients on prior real exchange rate appreciation and subsequent
depreciation are very similar. Moreover, the sign and significance of the coefficients
on crisis management policy variables are not significantly affected by using different
measures. Column 3-6 present the results of using output costs of crises as a controlled
variable for the size of crises. The positive coefficients on both output cost measures
suggest that the bigger size of crises is associated with higher fiscal costs. This implies
that there is no trade-off between fiscal and output costs. Additionally, the sign and
significance of the coefficients on crisis management policy variables remain the same.

Correlations among these variables are reported in Table 4.3, Panel B and C.

s Depreciation is defined as the change of nominal exchange rate. A positive value indicates
depreciation of nominal exchange rate, while a negative value indicates appreciation.
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4.6 Conclusion

Crisis management policies are important because choosing the right policies
can prevent systemic crises and reduce fiscal costs while choosing poor policies can
lead to an increase in the severity of banking crises and fiscal costs. The previous
empirical literature on fiscal costs puts forward the use of strict rather than
accommodating crisis resolution policies. However, this crisis management policy
recommendation may not be practical in emerging market economies. Managing crises
in emerging market economies tends to be different than that in developed countries
because of their different characteristics and quality of institutions (Claessens et al.,
2004). As a result, lessons from developed countries cannot simply be transferred to
emerging markets.

The findings illustrate that some accommodating policies such as implicit
government guarantees and forbearance type B are in fact successful in reducing fiscal
costs in emerging market economies. The detriments of moral hazard by the use of
accommodating policies can be outweighed by the benefits of preventing bank runs in
this case. Moreover, the magnitude of fiscal costs is found to be sigﬁiﬁcantly
determined by the degree of real exchange rate appreciation. The results also suggest
that the most damaging resolution policy is liquidity support which is also found to be
the most consistently significant explanatory variable in addition to real exchange rate
appreciation.

Regarding the effect of crisis management policies on output costs, there is

weak evidence that deposit insurance, which is a prevention policy rather than
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intervention or resolution policy, appears to reduce output costs. Crisis management
policy that is likely to increase fiscal costs .also tends to increase output costs, for
example liquidity support policy, and crisis management policy that is likely to
decrease fiscal costs appear to decrease output costs as well. This suggests that a trade-
off between fiscal costs and output costs is unlikely.

The findings of this chapter suggest the validity of using selected
accommodating policies to resolve crises in emerging market economies. The effect of
crisis management policies on fiscal costs and output costs depends significantly on
initial conditions and shocks. Furthermore, focusing on a particular group of countries
may provide different conclusions regarding policy choices due to differences in
characteristics and institutions. It is worth mentioning that implicit government
guarantee and explicit deposit insurance that are found to reduce fiscal costs and output
costs respectively are similar in a sense that they are prevention policies. Since some
intervention policies may not work too well, this dissertation tilts the balance in favor

of using prevention rather than intervention or resolution crisis management policies.
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Table 4.1: Fiscal Costs of Selected Banking Crises

Country Period Durations Fiscal Costs (% of GDP)
High Income OECD Countries
Finland 1991-1994 4 11.2
Japan 1991-ongoing - 24.0
Norway 1987-1993 7 8.0
Spain 1977-1985 9 17.0
Sweden 1991 1 4.0
Average 5.3 12.8
Emerging Market Countries
Argentina 1980-1982 3 55.1
1995 1 2.0
Brazil 1994-1996 3 13.2
Chile 1981-1983 3 42.0
China 1998-1999 2 47.0
Colombia 1982-1987 6 5.0
Czech Republic 1989-1991 3 12.0
Hungary 1991-1995 6 10.0
Indonesia 1994 1 2.0
1997-2002 6 55.0
Isreal 1977-1983 7 30.0
Korea 1997-2002 6 28.0
Malaysia 1985-1988 4 5.0
1997-2002 6 16.4
Mexico 1994-1997 4 19.3
Philippines 1981-1987 8 3.0
1998-2002 5 7.0
Poland 1992-1995 4 3.5
Thailand 1983-1987 5 0.7
1997-2002 6 34.8
Turkey 1982-1985 4 2.5
1994 1 1.1
2000-ongoing - 30.5
Venezuela 1994-1997 4 22.0
Average 4.3 18.6
Average all countries 4.8 15.7

Source: Caprio and Klingebiel (2003)
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Table 4.2: Data Descriptions

Variable

Description and Source

Fiscal cost of banking
crises

Output cost of banking

crises

Explicit government
guarantee

Implicit government

guarantee

Liquidity support

Forbearance type A

Forbearance type B

Explicit deposit
insurance

Real exchange rate
appreciation

Trade openness

Domestic credit

Private credit to GDP

The fiscal cost includes both fiscal and quasi-fiscal outlays for financial system
restructuring, including the recapitalization cost for banks, bailout costs related to
covering depositors and creditors and debt relief schemes for bank borrowers. Source:
Caprio and Klingebiel (2003).

The output costs are estimated using both GDP growth and GDP level method. The
GDP growth losses are estimated by adding up the difference between the actual GDP
growth rate and the potential GDP growth trend in the years following the crisis until
the time when the actual GDP growth returned to its trend. The potential GDP growth
trend is defined as the average of GDP growths in the three years prior to a crisis. The
GDP level losses are calculated by summing up the difference between the actual GDP
level and the potential GDP trend over the crisis period. For the potential GDP level
trend, the HP filter is applied to GDP levels from the beginning of the sample period up
to each crisis year. Then GDP level trend is assumed to grow at a constant rate of the
average three-year pre-crisis growth rates of the HP filter estimates. In the case that the
average three-year pre-crises growth rates is a negative value, the GDP level trend is
then assumed to be constant from the crisis year onward. Source: the real GDP data is
from IFS and the banking crisis dates and data are from Caprio and Klingebiel (2003).

A dummy is equal to 1 if a government issued an explicit guarantee during a crisis and 0
otherwise. Source: Honohan and Klingebiel (2000) and Claessens et al. (2004).

A dummy is equal to 1 if deposits of state-owned institutions account for more than 75
percent of total banking deposits and a government has not issued an explicit guarantee
and 0 otherwise. Source: Honohan and Klingebiel (2000) and Claessens et al. (2004).

This variable indicates whether a government provided open-ended and extensive
liquidity support to banks and financial institutions. The variable takes a value of 1 if
liquidity support was provided for longer than 12 months and the overall support is
greater than total banking capital. Source: Honohan and Klingebiel (2000) and
Claessens et al. (2004).

A dummy is equal to 1 if insolvent banks are allowed to continue their operation
without any restrictions for at least a 12 months period and 0 otherwise. Source:
Honohan and Klingebiel (2000) and Claessens et al. (2004).

A dummy is equal to 1 if other bank regulations particularly loan classification and loan
loss provisioning are suspended or not fully enforced for at least a 12 months period and
0 otherwise. Source: Honohan and Klingebiel (2000) and Claessens et al. (2004).

Explicit deposit insurance dummy takes a value of 1 if a government adopted explicit
deposit insurance schemes prior to or in the first year of a banking crisis and 0
otherwise. Source: Demirglig-Kunt et al. (2005).

The deviation of the real exchange rate from its long-term trend. Hodrick-Prescott (HP)
filter is applied to the annual real exchange rate in order to obtain a smooth estimate of
long-term real exchange rate trend. Source: IFS for the real exchange rate data.

The sum of exports and imports, in percent of GDP. Source: World Development
Indicators (WDI).

Domestic credit provided by banking sector, in percent of GDP. Source: WDI.

The ratio of private credit provided by deposit money banks, in percent of GDP. Source:
Beck et al. (2000).
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Table 4.3: Descriptive Statistics and Correlations among Crisis Management Policies

Panel A: Descriptive Statistics Obs Mean  Std. Dev. Min Max
Fiscal cost of banking crises 24 18.208 17.5356 i 55.1
GDP growth losses of banking crises 23 21.72605 21.9529 0 9228231
GDP level losses of banking crises 23 18.87499  23.08694 0 85.53683
Explicit government guarantee 22 .3636364 492366 0 1
Implicit government guarantee 21 .1904702 4023739 0 1
Liquidity support 22 .5454545 5096472 0 1
Forbearance type A 22 .0909091 2942449 0 1
Forbearance type B 22 S5 5117663 0 1
Explicit deposit insurance 20 .8 4103913 0 1
Real exchange rate appreciation. 22 132.7578  428.6225  -38.6349  1924.408
Trade openness.j 22 53.64343 32,1399 18.12188  157.9414
Domestic credit (. 22 7241626  51.64841 19.46456 193.8114
Private credit to GDPy.j) 21 40.99241  33.88336 8.6679  137.4398
Panel B: Correlations among Crisis Management Policies
8
= = & & &
23 -E% 2 : 3
S5 E5§ 2§ Iy f9 e
=1 S o C v )
£%% E&s 3§ 2% 2% 5%
Explicit government guarantee 1
Implicit government guarantee -0.394 1
Liquidity support 0.209 0.179 1
Forbearance type A -0.262 -0.177 -0.055 1
Forbearance type B 0.368 -0.231 0.328 0.018 1
Explicit deposit insurance -0.409 0.267 0.083 0.177 -0.544 1
Panel C: Correlation among Macroeconomic Variables
= & 2 &
8 2 & g & 3 2 7
3 2% E3 =.& & g £
i SE: 8 &ZEg A & a
Fiscal costs 1
Output growth losses 0.646 1
Output level losses 0.342 0.755 1
Real exchange rate appreciation 0.515 0.318 0.165 1
Depreciation 0.637 0.406 0.208 0.908 1
Private credit 0.297 0.585 0.187 0.062 0.075 1
Domestic credit 0.093 0.257 -0.025 -0.134 -0.105  0.770 1
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Table 4.4: Crisis Management Policy Measures

Country Period Fiscal Explicit Implicit Liquidity | Forbearance Explicit
Costs | Government | Government | Support A B Deposit
(% of Guarantee Guarantee Insurance
GDP)
Argentina 1980-1982 55.1 No Yes No No No Yes
1995 2.0 No No No No No Yes
Brazil 1994-1996 132 No No No Yes No Yes
Chile 1981-1983 42.0 No No Yes No No Yes
China 1998-1999 47.0 n/a n/a n/a n/a n/a No
Colombia 1982-1987 5.0 No Yes Yes No No Yes
Czech
Republic 1989-1991 12.0 Yes No No No No Yes
Hungary 1991-1995 10.0 No Yes Yes No No Yes
Indonesia 1994 2.0 No No No No Yes Yes
1997-2002 55.0 Yes No Yes No Yes No
Isreal 1977-1983 30.0 n/a n/a n/a n/a n/a No
Korea 1997-2002 28.0 Yes No Yes No Yes Yes
Malaysia 1985-1988 5.0 No No Yes No Yes Yes
1997-2002 16.4 Yes No No No Yes No
Mexico 1994-1997 19.3 Yes No Yes No Yes Yes
Philippines | 1981-1987 3.0 No No Yes Yes | Yes Yes
1998-2002 7.0 No No No No No Yes
Poland 1992-1995 35 No Yes Yes No Yes Yes
Thailand 1983-1987 0.7 No No No No Yes No
1997-2002 348 Yes No Yes No Yes No
Turkey 1982-1985 25 No No No No No Yes
1994 1.1 Yes n/a No No No Yes
2000-
ongoing 30.5 Yes No Yes No No Yes
Venezuela 1994-1997 22.0 No No Yes No Yes Yes
Sources: Honohan and Klingebiel (2000), Claessens et al. (2004), and Demirgtig-Kunt et al. (2005).
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Table 4.5: Fiscal Costs of Banking Crises and Crisis Management Policies

() ) B3) 4) ) (6)
Constant 8.5288 3.6323 4.8502 19.0968**  -4.9410 3.9785
(0.173) (0.489) (0.292) (0.041) (0.410) (0.420)
Real Exchange rate 0.0138%%*  0.0156***  0.0151*%*  0.0114*%*%*  (0.0186*** 0.0165***
Appreciation . (0.001) (0.000) (0.000) (0.002) (0.000) (0.000)
Openness | 0.0226 0.0381 0.0304 0.0193 -0.0217 -0.0117
(0.771) (0.552) (0.600) (0.746) (0.399) (0.749)
Domestic Credit, 0.0586 0.1796%**
(0.375) (0.008)
Private Credit to GDP 0.1013 0.1739%**
0.172) (0.005)
Explicit Government 11.4648 7.8932 7.3243 42181 -6.0743 -0.5903
Guarantee (0.115) (0.388) (0.355) (0.573) (0.301) (0.926)
Implicit Government -16.4609* -17.4696 -16.7691 -20.8874%*  .282314%**  .22.0459**
Guarantee (0.073) (0.115) (0.103) (0.037) (0.009) (0.032)
Liquidity Support 16.3799** 18.6852* 18.4542%*  22.1886**  27.4298*** 21.5427**
(0.034) (0.051) (0.032) (0.024) (0.002) (0.024)
Forbearance Type A -3.6961 -6.9538 -3.5043 -5.0376 -22.6593** -8.9435
(0.678) (0.476) (0.701) (0.661) (0.015) (0.476)
Forbearance Type B -11.5004* -12.3279**%  -13.7832**  -13.3057* -5.8770 -10.2136
(0.056) (0.046) (0.041) (0.069) (0.262) 0.117)
Explicit Deposit -11.1071 4.6612 2.1169
Insurance (0.127) (0.316) (0.667)
No. of Observations 19 19 19 17 17 17
Chi-square (F-stat) 20.00 2471 20.62 48.25 1177.60 487.32
Prob > Chi-square 0.0000 0.0000 0.0000 0.000 0.0000 0.0000
R-squared 0.7821 0.8097 0.8131 0.8466 0.9448 0.8832
Dependent variable is fiscal costs of banking crises (% of GDP).
The coefficients are estimated using OLS estimation with robust standard error.
*, ¥* *¥¥* indicate the significance level of 10 percent, 5 percent, and 1 percent respectively.
The numbers in parentheses are p-values.
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Table 4.6: Output Costs of Banking Crises and Crisis Management Policies

Output Growth Losses Output Level Losses
ey (2) 3 C)) (5 (6)
Constant -3.6294 -8.9405 29.2332 -7.8855 -0.9611 18.3349
(0.620) (0.543) (0.150) (0.228) (0.930) (0.156)
Real Exchange rate 0.0103* 0.0140%* 0.0008 0.0074* 0.0052 -0.0015
Appreciation ¢y (0.070) (0.023) (0.909) (0.058) (0.150) (0.741)
Openness -0.0181 -0.0807 -0.0042 -0.0012 -0.0513 -0.0126
(0.811) (0.378) (0.966) (0.988) (0.425) (0.878)
Private Credit to GDP 0.3307** 0.4480** 0.1860* 0.2264*
(0.011) (0.020) (0.098) (0.064)
Explicit Government -2.2002 -12.9009 -0.4841 -8.7610 -18.7332 -12.4568
Guarantee (0.852) 0.231) (0.978) (0.437) 0.111) (0.329)
Implicit Government -14.8944 -19.7581 -15.3523 -2.5356 -10.2608 -8.0337
Guarantee (0.246) (0.142) (0.362) (0.848) (0.377) (0.466)
Liquidity Support 18.9369 20.7990 21.9221 23.3011* 31.0690** 31.6367**
(0.112) (0.139) (0.189) (0.056) (0.020) (0.021)
Forbearance Type A 5.5165 -2.8897 6.8701 21.0778 15.7309 20.6643
(0.715) (0.838) (0.605) (0.337) (0.468) (0.301)
Forbearance Type B -7.8361 -0.2512 -7.0232 -1.8038 -0.0863 -3.5094
(0.385) (0.982) (0.627) (0.844) (0.994) (0.765)
Explicit Deposit Insurance 7.4008 -25.7915% -5.8438 -22.6218**
(0.632) (0.094) (0.604) (0.036)
No. of Observations 18 16 16 18 16 16
Chi-square (F-stat) 7.57 42.20 2237 9.50 169.83 7.65
Prob > Chi-square 0.0032 0.0001 0.0003 0.0014 0.0000 0.0072
R-squared 0.6744 0.8060 0.5692 0.6225 0.7672 0.7096

Dependent variables are output growth losses and output level losses of banking crises (% of GDP).
The coefficients are estimated using OLS estimation with robust standard error.

*, *¥* %% indicate the significance level of 10 percent, 5 percent, and 1 percent respectively.

The numbers in parentheses are p-values.
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Table 4.7: Fiscal Costs and Macroeconomic Conditions

Q) (2) 3) “ () (6)
Constant 8.5288 9.1927 7.3295 10.0487 8.1939 11.5777
(0.173) (0.144) (0.257) (0.146) (0.230) 0.117)
Real Exchange rate 0.0138***
Appreciation | (0.001)
Openness 0.0226 0.0385 0.0548 0.0456 -0.0045 -0.0197
(0.771) (0.588) 0.277) 0.411) (0.947) (0.810)
Depreciation 0.0129***  0.0118***  (0.0125%**
(0.001) (0.000) (0.001)
Output Growth Losses 0.3142* 0.3789*
(0.067) (0.078)
Output Level Losses 0.2404 0.2975
(0.390) (0.331)
Explicit Government 11.4648 8.8585 5.8104 9.3806 11.3073 16.0514*
Guarantee (0.115) (0.215) (0.302) (0.131) (0.132) (0.064)
Implicit Government -16.4609* -15.6203* -16.8246*%*  -19.4250**  -16.6295*%*  -19.7988**
Guarantee (0.073) (0.084) (0.012) (0.034) (0.022) (0.031)
Liquidity Support 16.3799%* 14.3671* 11.3581%*% 10.2426* 12.2871* 11.0209*
(0.034) (0.057) (0.028) (0.084) (0.066) (0.092)
Forbearance Type A -3.6961 -4.1989 -5.6684 -9.1215 -7.0950 -11.4226
(0.678) (0.622) (0.626) (0.520) (0.575) (0.458)
Forbearance Type B -11.5004* -10.9335* -13.4915%*  -13.6022**  -11.4121* -11.4226%
(0.056) (0.052) (0.023) (0.035) (0.051) (0.086)
No. of Observations 19 19 18 18 18 18
Chi-square (F-stat) 20.00 19.34 181.86 33.17 7.54 3.65
Prob > Chi-square 0.0000 0.0000 0.0000 0.0000 0.0025 0.0320
R-squared 0.7821 0.7865 0.8516 0.8165 0.7346 0.6841

Dependent variable is fiscal costs of banking crises (% of GDP).
The coefficients are estimated using OLS estimation with robust standard error.
* ** ¥** indicate the significance level of 10 percent, 5 percent, and 1 percent respectively.

The numbers in parentheses are p-values.
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CHAPTER FIVE

Conclusions and Policy Implications

Crises often have major macroeconomic costs. Therefore, knowing how to
minimize their impact through having sound policy responses to crises is an important
objective. Crises have grown more frequent in the past few decades and their
characteristics have been different from crises in the past. In the pre-1990 period,
crises were characterized by fundamental weaknesses and fiscal problems such as high
budget deficit and public debt level. However, crises in the 1990s have shown that
vulnerability in the external and financial sectors could play an important role in
triggering crises.

In the last decade, the international capital markets have become more
integrated. The external sector has been an important source financing and, at the same
time, a source of vulnerability. As Bordo et al. (2001) put it, the combination of capital
mobility and the financial safety nets which encourage financial institutions and
corporations to accumulate excessive foreign currency denominated debt are the source
of the growing crisis incidence and the factor that makes recent crises different from
the past. In the recent period, lending was less related to trade. The inconsistency
between trade flows and capital flows weakened creditors’ confidences, thus
increasing the risk of capital flow reversals and crises.

Weaknesses in the fiscal, financial, and external sectors and weak institutions

are also suggested as causes of crises. However, the analysis of the potential
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vulnerability to crises in emerging markets (Chapter 2) shows that crises in emerging
markets have been triggered more by the external sector and financial sectors.
Domestic credit growth and vulnerability in the external sector such as current account
balances, real exchange rate appreciation and short-term external debt are found to be
the major factors contributing to recent crises. It is interesting that the characteristic of
emerging markets in which they tend to rely heavily on short-term external sources of
fund is found to be a source of vulnerability to crises in the 1990s but not before. The
findings suggest that this characteristic of emerging markets has become more
disruptive and is one of the major factors that put emerging markets more at risk these
days.

Emerging markets tend to have more crises than industrial countries and their
crises tend to be more costly as well. The analysis of the effects of these underlying
vulnerabilities on the real economy (Chapter 3) suggests that the financial
characteristics of emerging markets are not only a source of growing crises incidence
but also a source of more costly crises. The magnitude of output costs of crises in
emerging markets, especially in the 1990s, is affected by the maturity and currency
composition of their external debt. Furthermore, output costs of crises depend not only
on the factors triggering crises but also the factors that are not associated with the
probability of crises. In some cases, the magnitude of output costs can be most affected
by the latter. Therefore, it is important for policy makers to understand not only what

causes crises but also what make crises more costly.
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What we have learned from recent experience of crises in emerging markets 1s
that emerging markets should avoid accumulating excessive amounts of foreign
currency denominated debt, particularly short-term. Several crises in emerging markets
have shown that the structure of debt of both the public and private sectors was a major
source of vulnerability to crises. While the ratios of debt to GDP were high in many
emerging markets, they were not a cause for solvency concerns (Hemming et al.,
2003). The structure of their debt, on the other hand, was the important factors that
made these countries susceptible to exchange rate and rollover risks. In the case of
emerging markets where maintaining investors’ confidence is crucial, the maturity and
currency composition of debt can be critical to investor perceptions of liquidity and
solvency problems, and thus can lead to crises.

Sound debt strategies and risk management practices by both public and private
sectors are extremely important for emerging markets because they can reduce
exchange rate and liquidity risks. Moreover, sound debt management helps to promote
the efficiency of macroeconomic policies. Sound debt management is essential for
sustainable fiscal policy. Fiscal policy is sustainable when, at the credible levels of
primary balances, a government is both solvent and liquid. A country with poor debt
management policy tends to experience liquidity and solvency problems through a
build-up of short-term foreign currency denominated debt, and thus affecting
sustainability of fiscal policy. Furthermore, a lack of sound debt management can
transform liquidity problem into solvency problem through an increasing interest rate

risks. The opposite is also true because rollover will become more difficult if a country
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is perceived to be insolvent. Therefore, in order to reduce vulnerability to crises,
emerging markets need to choose the composition of debt where debt servicing costs
move in line with their revenues (IMF, 2005b).

Sound debt management also strengthens the efficiency of monetary policy and
enhances the stability of the financial system through the development of public and
private bond markets. Debt management policy that supports the development of
domestic bond markets allows the use of market-based instruments to conduct
monetary policy which helps to improve the transmission mechanism of monetary
policy and strengthen implementation of monetary policy (IMF, 2005b). For the
financial system, the development of a domestic bond market can enhance financial
stability and improve financial intermediation through greater competition and
development of related financial infrastructure, products, and services (Nwankwo,
2007). Furthermore, the development of domestic bond markets can ensure consistency
of monetary policy with fiscal policy because a government will be able to finance its
budget deficit through domestic bond markets, thus reducing the need for monetary
financing of deficit which could lead to high inflation.

Crises are difficult to anticipate, and thus can not be prevented entirely. Once
crises occuf, policy responses will be critical to their severity. Implementing the right
policies can mitigate the impact of crises, while implementing poor policies can do the
opposite. The choice of crisis management policies will depend on characteristics of
economies, institutions, and causes of crises. Unlike other studies, this dissertation

finds that the effectiveness of crisis management policies in emerging market
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economies tends to be different than that in developed countries. As a result, lessons
from developed countries cannot simply be transferred to emerging markets. The
existing literature on fiscal costs of banking crises suggests the use of strict rather than
accommodating crisis management policies to resolve crises due to moral hazard
incentives induced by these policies. However, the analysis of crisis management
policies and fiscal costs of banking crises in chapter 4 suggests that, despite the moral
hazard problem, some crisis management policies, namely implicit government
guarantees and forbearance, were successful in reducing fiscal costs in emerging
markets. Furthermore, real exchange rate appreciation and the size of crises are found
to be associated with higher fiscal costs. The findings underline the importance of
shocks when considering the effectiveness of crisis management policies.

Having implicit government guarantees in place béfore crises helps to prevent a
run on banks. Similar to explicit deposit insurance, implicit government guarantees
reduce the likelihood of crises becoming more severe (Hoggart et al., 2007). These
crisis management policies raise concerns about moral hazard. However, a major loss
of macroeconomic control and a further loss of confidence from not having these
policies in place could be much worse (Fischer, 2001). As mentioned earlier,
maintaining investors’ confidence in the financial system is crucial for emerging
markets. These policies, if implemented correctly, could be an effective tool in
regaining confidence, and therefore reducing the severity of crises (Economic and

Financial Committee, 2001).
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It is also important to have measures to restructure and resolve the financial
institutions after the first phase of crises. Tang et al. (2000) study banking crises in
transition economies and suggest that financial restructuring should involve adequate
recapitalization to prevent moral hazard and repeated recapitalization. Adopting strict
crisis management policy such as liquidation is less fiscally costly but countries may
end up with weak banking system. On the other hand, countries that pursue a
combination of liquidation and restructuring tend to have moderate fiscal costs and
more efficient banking systems.

Lessons from recent crises have shown that, in addition to crisis management
policies, it is important to have a framework for crisis management in place before it is
needed. Unlike other empirical studies, this dissertation provides empirical evidence
supporting the role of selected crisis management policies in reducing fiscal costs of
banking crises in emerging markets. The benefits of preventing bank runs by the use of
some types of accommodating policies can outweigh the detriments of the moral
hazard problem. Crises are difficult to predict and prevent. However, experience of the
past can help us to mitigate the impact of crises and ensure that we are in a better

position to deal with crises in the future.
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